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Highlights

• A four-step novel unsupervised methodology for retinal
vessels clustering for fundus camera images.

• Homomorphic filtering (HF) to pre-process the input im-
age for non-uniform illumination and denoising.

• Unsupervised multi-scale line operator segmentation tech-
nique.

• Use of only three discriminant features.

• Locally consistent Gaussian mixture model (LCGMM) for
unsupervised classification of retinal vessels.
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Abstract

Background and Objectives: Retinal blood vessels classification into arterioles and venules is a major task for biomarker identi-
fication. Especially, clustering of retinal blood vessels is a challenging task due to factors affecting the images such as contrast
variability, non-uniform illumination etc. Hence, a high performance automatic retinal vessel classification system is highly prized.
In this paper, we propose a novel unsupervised methodology to classify retinal vessels extracted from fundus camera images into
arterioles and venules.
Methods: The proposed method utilises the homomorphic filtering (HF) to preprocess the input image for non-uniform illumina-
tion and denoising. In the next step, an unsupervised multiscale line operator segmentation technique is used to segment the retinal
vasculature before extracting the discriminating features. Finally, the Locally Consistent Gaussian Mixture Model (LCGMM) is
utilised for unsupervised sorting of retinal vessels.
Results: The performance of the proposed unsupervised method was assessed using three publicly accessible databases: INSPIRE-
AVR, VICAVR, and MESSIDOR. The proposed framework achieved 90.14%, 90.3% and 93.8% classification rate in zone B for
the three datasets respectively.
Conclusions: The proposed clustering framework provided high classification rate as compared to conventional Gaussian mixture
model using Expectation-Maximisation (GMM-EM) approach, thus have a great capability to enhance computer assisted diagnosis
and research in field of biomarker discovery.

Keywords: Retinal imaging, Blood vessels, Classification, Homomorphic filtering, multiscale line operator, Locally Consistent
Gaussian Mixture Model

1. Introduction

Retinal imaging is a non-invasive in-vivo assessment of the
human body’s micro-circulation. There is a mounting evidence
that systemic diseases can affect the arterioles and venules dif-
ferently. The quantitative structural analysis of the retinal vas-
culature aids risk assessment of pathological condition in the
retinal as well as other vascular systems [1–7]. For example,
retinal arterioles narrowing is related to long-term risk of hy-
pertension [1, 4, 8, 9], whereas, larger retinal venular calibre is
related to renal insufficiency in individuals with type-1 diabetes
[10]. Similarly, arteriolar-to-venular diameter ratio (AVR) is
well-established biomarker for stroke and cardiovascular dis-
eases [1, 4, 8, 11].

The basic requirement for the biomarker discovery is to ac-
cess large number of images in order to establish and achieve
sufficient power while ascertaining the association between
clinical trait of diseases and retinal measure. In addition, an es-
sential component of any computerised systems for retinal vas-
culature characterisation is vessel classification system which
can classify vessels into arterioles and venules automatically.
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This helps in an automatic extraction of vital diagnostic indicat-
ors. Thus, there is a great emphasis in the research community
to develop a high quality automatic system for retinal vascu-
lature characterisation and identification of discriminative bio-
markers.

Various attempts have been made in the literature to clas-
sify the retinal vessels into arterioles and venules using different
classification approaches [12–22]. Broadly, the vessel classific-
ation can be achieved either in an unsupervised or supervised
manner. The supervised approach of vessel characterisation re-
quires a large number of manual grading of vessels into arteri-
oles and venules to produce suitable training data which is a
tedious task. Moreover, one needs to train the classifier every
time for the analysis of a new dataset, which further impedes the
process of biomarker discovery. Thus, the supervised approach
does not seem to be a good solution.

Furthermore, retinal vessel classification methods proposed
in the literature can be broadly categorised into feature-based
and tree-based methods. The tree-based approach focuses on
segmenting and separating the retinal vessels into artery and
venous trees based on the graph information e.g. at vessel
crossings the two involved vessels are of different kind [23–25].
One of the major drawbacks of many complicated graph-based
methods include the requirement of initial labels. Moreover, a
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single false label propagates along the vessels and leads to mis-
classification of entire vessel tree [20, 23]. This becomes more
pronounced in the region of low contrast e.g. especially in the
peripheral regions.

On the contrary, the feature-based methods rely on discrim-
inating vessel types based on colour, and geometric features
[12, 26]. They rely on the fact that the arterioles are usu-
ally thinner as well as brighter than the venules and they typ-
ically alternate before branching out the optic disc (OD). In
the literature, many frameworks to identify vessel types based
on different discriminating features with different supervised
[12, 18–21, 27–30] and unsupervised [13, 15–17] classification
algorithms have been proposed.

The indicators of the quality of images such as resolution,
contrast and background also affect the classification perform-
ance of such feature based automatic image analysis systems.
This is due to the difficulty in extracting the robust discrimin-
ative features from the poor quality images. Therefore, prepro-
cessing of images also plays a vital role in the retinal vessel
classification.

In recent times, due to the democratisation of the open-source
deep learning frameworks various methodologies for retinal
vessel segmentation and classification based on deep learning
networks have been reported in the literature [35–42]. For ex-
ample, in a recent paper [32], the authors proposed a super-
vised framework using a convolutional neural network (CNN)
to simultaneously segment and classify the retinal vessels. The
authors tested different versions of the methods on DRIVE and
MESSIDOR datasets. The best performance of the proposed
algorithm was obtained with CNN and the metric of Likelihood
score propagation (LSP). This version resulted in a classifica-
tion rate of 85% for the vessels whose diameter was between 2
and 4 pixels whereas the classification rate obtained was 98.3%
for the vessels whose diameter was greater than 4 pixels. Sim-
ilarly, the authors in [35] trained a CNN architecture containing
six learned layers to classify the retinal images. They tested
their method on UK Biobank dataset and achieved the clas-
sification accuracy of 86.97% (pixel classification rate). The
same deep learning network architecture when retrained on the
DRIVE dataset resulted in 91.99%. It should be emphasised
that the achieved high classification rates reported using the
deep learning networks are in a supervised environment.

The Gaussian mixture model (GMM) based unsupervised
classification method has been proposed previously in the liter-
ature [43]. The GMM based method assumes that the probabil-
ity distribution generating the data is supported in the Euclidean
space [44]. The general GMM might not attain an optimal res-
ult in case the data is resides on a submanifold. Therefore, due
to the above mentioned issues with the existing methods, in this
paper, we propose to use the Locally Consistent Gaussian Mix-
ture Model (LCGMM) [45] which considers the manifold struc-
ture for unsupervised classification of vessels into arterioles and
venules. In case the data points are near to a submanifold of the
ambient space, LCGMM incorporates a regularizer directly into
the objective function of GMM after constructing the nearest
neighbour graph and adopting Kullback-Leibler Divergence as
the distance measurement.

In this paper, we utilise three publicly available datasets
namely the INSPIRE-AVR (Iowa Normative Set for Processing
Images of the Retina), VICAVR (VARPA Images for the Com-
putation of the Arterio/Venular Ratio) and MESSIDOR (Meth-
ods to Evaluate Segmentation and Indexing Techniques in the
field of Retinal Ophthalmology) dataset for evaluating the per-
formance of the proposed system. The most relevant and im-
portant contributions available in the literature proposing dif-
ferent retinal vessel classification methods using discriminating
features on the above mentioned datasets especially related to
this paper are reported in Table 1. The four step methodology
for unsupervised retinal vessel classification and the main con-
tributions of the paper as briefly stated below:

• First a preprocessing step for illumination correction of
the images using the homomorphic filter (HF) is proposed
[46, 47]. The advantage of HF is that it helps in preserving
the regions with sharp contrasts, for instance the regions
with multiplicative noise (whose intensity varies with im-
age intensity). Furthermore for denoising and enhancing
the image quality at the same time, homomorphic filtering
is an optimal choice [46, 47].

• In the second step, the retinal vessel segmentation is per-
formed using an unsupervised multiscale line operator
[48, 49]. For unsupervised segmentation, the multiscale
line operator is an optimal choice to avoid false posit-
ives while differentiating between close vessels and ves-
sels with central reflex [50].

• After the segmentation step, the centerline pixels and ves-
sel edges are extracted using a simple canny edge detector
[51] and the images are then used for feature extraction.

• Finally, based on the set of extracted features an unsuper-
vised arteriole-venule (a-v) classification is performed us-
ing the LCGMM [45].

In our previous work, we performed unsupervised vessel
classification [43]. The present framework is different as com-
pared to previous setting such as, illumination correction was
performed prior to feature extraction for the vessel classifica-
tion. Moreover, in previous work, the centerline pixels were ex-
tracted by tracking the vessel between manually marked points
on the vessels whereas in this paper, vessel segmentation was
performed to extract the centerline pixels automatically. Fur-
thermore, the vessels were selected automatically in this work
whereas in previous work [43] the vessels were selected manu-
ally.

The paper is organised as follows. Section 2 provides the de-
tails of the material utilised during this study, whereas Section
3 introduces various methods and steps used in the proposed
framework. Section 4 describes the LCGMM algorithm. Sec-
tion 5 gives the main performance metrics used in this paper.
Section 6 reports the results obtained. Section 7 presents a dis-
cussion followed by the conclusions in Section 8.
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Table 1: Literature survey on retinal vessel classification on INSPIRE-AVR, VICAVR and MESSIDOR dataset

Author [Reference] Classifier Dataset Zone Result

Dashtbozorg et al. [20] LDA∗, INSPIRE-AVR, Whole Image LDA (best performed):
QDA† & kNN‡ , DRIVE 88.3%, 87.4%
FS◦: SFFS?? & VICAVR & 89.8% respt.

M. Niemeijer et al. [27] LDA∗, QDA†, INSPIRE-AVR zone B Best result:LDA
SVM?, kNN‡, FS◦: SFFM?? ROC: 0.84

& wrapper based

Vijayakumar et al. [29] SVM + Other VICAVR Whole Image; Major Best Result
classifiers, Feature vessels with SVM:

selection: Random forest 92.4%

Vazquez et al. [31] K-mean and VICAVR Several 87.68%
tracking method circumferences

on an Image

Fantin Girard et al. [32] CNN and MESSIDOR Whole Image Best result:
graph propagation vessels with 85.1% &

diameter between 98.3%
2 to 4 pixels respt.

and greater then 4 pixel

D. Relan et al. [33] SMICˆ*** INSPIRE-AVR, zone B 87.6%
DRIVE & 86.2%respt.

D. Relan et al. [34] SMICˆ*** INSPIRE-AVR, zone B 88.9%
DRIVE & 93.2% respt.

∗ LDA: Linear discriminant analysis, ‡ kNN: k-nearest neighbours, ?? SFFM: Sequential forward floating method, ? SVM: Support vector
machine, • FFS: Forward feature selection, �BP: Bypass connections, ∗∗LSP:Likelihood score propagation, ∗ ∗ ∗SMIC: Squared-loss mutual
information, ◦CNN: Convolutional Neural Networks, † QDA: Quadratic Discriminant Analysis.

2. Material

In this paper, three publicly available fundus camera image
datasets namely: INSPIRE-AVR, VICAVR, and MESSIDOR
are used to assess the performance of the proposed unsuper-
vised vessel sorting method. The details of the datasets are
provided below:

1. INSPIRE-AVR: It contains 40 optic disc-centred colour
fundus camera images [27]. Details about image acquisi-
tion such as camera system and Field of view (FoV) are not
given in [27]. To access the performance of the proposed
vessel clustering method, 544 vessels were extracted auto-
matically from zone B. The resolution of the images con-
tained in this dataset is 2392 × 2048 pixels.

2. VICAVR: The VICAVR database contains 58 optic disc-
centred fundus camera images which were captured using
a non-mydriatic camera [31]. The spatial resolution of im-
ages is 768 × 584. The proposed methodology was tested
on 732 vessels extracted from zone B of retinal images.

3. MESSIDOR: The images were obtained from non-
mydriatic 3CCD camera having a 45 degree field of view.
We tested our method on 60 images from this dataset with
20 images each from the group of normal, retinopathy
grade 1 and retinopathy grade 2. Each of the tested im-
age has a resolution of 2240 × 1488 pixels.

3. Methodology

The proposed unsupervised methodology contains a series of
steps for classifying the vessels from the fundus camera images
Figure1 shows the work-flow and the steps involved in the pro-
posed methodology.

3.1. Image pre-processing

The quality of the image often gets affected by noise, non-
uniform illumination, camera artefacts, obstruction from eye
lashes, etc. during the image acquisition. The colour variab-
ility and luminosity effects the performance of the automatic
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Figure 1: Flow chart describing the main steps in a-v classification utilising the
discriminative features.

image analysis system. Thus, to classify vessels efficiently and
accurately, it is essential to preprocess the image against this
variability factors before the extraction of discriminating fea-
tures. Literature provides several different image denoising or
enhancement techniques that assume an additive noise model
[52, 53], but few methods work with the multiplicative model.

Furthermore, the common reported linear filtering and
smoothing techniques, such as averaging filters cannot account
for a slow variation of the global illumination (like progressive
shadowing effect) and enhance the image quality at the same
time because the image composition is not often linear and
therefore linear methods tend to be sub-optimal. One common
technique for removing multiplicative noise is homomorphic
filtering [46, 47]. Homomorphic filters work well on images
taken under varying illumination conditions as well as with
noise varying with intensities, such as fundus images [54, 55].

Thus, in the first step, homomorphic filtering is utilised to
compensate for the background illumination in red and green
channels and for noise reduction. The mathematical principle
behind the homomorphic filtering is briefly described below.

3.1.1. Homomorphic Filtering
Illumination-Reflectance model of Homomorphic filtering

[56, 57], is given by,

Im(k, l) = R f (k, l) × IL(k, l) (1)

where Im(k, l) denotes the pixel in an image at each of the spa-
tial positions (k, l), IL(k, l) stands for scene illumination (or lu-
minance) and R f (k, l) is the scene reflectance. This shows that

the pixel intensity at any image point is the product of the ob-
ject’s reflectance and illumination of the scene.

The main idea of the homomorphic filtering is to eliminate
the illumination element IL(k, l) and to keep only the reflect-
ance part R f (k, l) to compensate for the non-uniform illumin-
ation. Illumination and reflectance are not detachable easily
in time or spatial domain, but rather their approximate loca-
tion might be found in the frequency domain. The fundamental
difference to separate out the illumination component from the
reflectance component is that illumination changes slowly over
the image whereas reflectance changes abruptly at object edges.
Furthermore, the illumination and the reflectance component
combine multiplicatively, which can be made additive in log-
domain by taking the logarithm of the image intensity. This
operation makes it easier to separate the multiplicative com-
ponents of the image linearly in the frequency domain. Thus, in
homomorphic filtering, multiplicative components is first trans-
formed into additive components using logarithmic function,

ln(Im(k, l)) = ln(R f (k, l)) + ln(IL(k, l)) (2)

where, ln represents the logarithmic operation. Thereafter, the
Fast Fourier Transform (FFT) of the log-transformed image was
performed such that,

F (ln(Im(k, l))) = F (ln(R f (k, l))) + F (ln(IL(k, l))) (3)

Im f (u, v) = R f f (u, v) + IL f (u, v) (4)

where, F represent the FFT operation. Im f (u, v) , R f f (u, v) and
IL f (u, v) represent the Fourier transformed image, reflectance
and Illumination component respectively. Finally to eliminate
the illumination part, IL(k, l) (low-frequency component), and
preserving the reflectance part, R f (k, l) (high-frequency com-
ponent), a Gaussian high-pass filter in the log-domain is used.
Next, applying a high-pass filter to the image yields,

FI(u, v) = HpI(u, v) × Im f (u, v) (5)

where, HpI represents the high-pass filter and FI represents
a filtered image in frequency domain. Once the illumination
component IL(k, l) and the reflectance component R f (k, l) are
separated then, the inverse-FFT is computed in order to convert
the frequency domain image back to the spatial domain.

n(k, l) = F −1(FI(u, v)) (6)

where, F −1 represent the inverse-FFT operation. Finally, to
get the homomorphic filtered image, the exponential function
is applied to invert the log-transform,

Inew(k, l) = exp (n(k, l)) (7)

where, exp: z 7→ ez is the exponential function and Inew repres-
ents homomorphic filtered image. Figure 2 shows the original
green channel image and illumination corrected image using
homomorphic filtering from each dataset.
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(a) (b) (c)

(d) (e) (f)

Figure 2: Figure showing the images before ((a), (b) and (c)) and after processing with homomorphic filtering ((d), (e) and (f)) using INSPIRE, MESSIDOR and
VICAVR dataset images respectively.

(a) (b)

Figure 3: (a) Segmented image from INSPIRE dataset using multiscale line operator with W= 50 and L= 3 (b) Segmented image from INSPIRE dataset after
removing all connected objects that have fewer than 400 pixels.
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(a)

(b) (c) (d)

Figure 4: (a) Image showing zone B between two blue concentric lines. Image is divided into 4 different quadrants( QI, QII, QIII and QIV), indicated by white
solid line passing through OD centre whereas when co-ordinates are rotated by 45 ◦ is represented by black dashed lines, (b) Image showing set of profiles located
between start and end points represented by red and green points respectively, (c) Image showing edges extracted using canny edge detector from each of the profile.
Edges are marked as yellow circles, and (d) Centerline pixels (indicated by green dots) were evaluated as midpoint between two corresponding edge points.

3.2. Unsupervised Vessel Segmentation and Centerline pixel
extraction

An accurate vessel segmentation plays a key part in or-
der to quantify various features associated with various sys-
temic diseases such as the changes occur in vessel calibre, ves-
sel tortuosity or branching angle due to hypertension [58–60],
neo-vascularization which is a indicator of diabetic retinopathy
[61, 62], arterio-venous nicking which is a precursor of stroke
[63–65] etc.. In the past various attempts using both supervised
and unsupervised techniques were made to segment the retinal
vessels [66–70]. In this paper, in order to design unsupervised
framework, we utilise the unsupervised line operator technique
for the segmentation of retinal images.

As the first step in the basic line operator technique for seg-
menting the input image into a binary image, the green channel
was extracted [48–50]. Thereafter, the mean grey level IW

avg is
calculated along the lines passing through the pixels at different
orientation inside the window of size W×W pixels [48, 71]. The

basic line operator technique suffers from parameter adjusting
issue i.e if the size of the scale selected for the line is smaller
than the width of the vessels it will result in poor segmentation
output [72]. Therefore, we used the multiscale approach so that
none of the blood vessel pixels is ignored and to avoid the para-
meter adjusting problem [72]. The green channel was used to
segment the image as it shows a good contrast between the ves-
sel w.r.t. its background. We considered 12 lines of length W
pixels with 12 different orientation. This setting provides the
the angular resolution of 15 ◦ which cover the whole window in
360 degrees [50]. The line with largest value, IW

max, is said to be
’winning line’. The line strength / response at any pixel is given
by,

RW = IW
max − IW

avg (8)

The line response is considered maximum, if the winning line
is aligned along the vessel and in case the overlap is partial,
the line strength is considered to be lower. The parameter W,
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is taken as double the expected average width of the vessels in
an image set [48–50]. Multiscale line detectors are based on
generalising the basic line detector. In multiscale line detector
the length of the aligned lines varies and the generalised form
is given by:

RL
W = IL

max − IW
avg (9)

where 1 ≤ L ≤ W.

Remark 3.1. We have chosen L = 3 in our experiments. The
experimental parameters, L and W, were selected based on the
experiments performed by authors on three independent data-
sets namely the DRIVE, STARE, and REVIEW datasets [50]
and cross validation experiment tests on few of the randomly
selected images from the datasets used in this current paper.
Based on the analysis on randomly selected images, we selec-
ted W = 50 for the INSPIRE and MESSIDOR datasets and
W = 16 for VICAVR datasets.

After the segmentation step, the images were cleaned and
all connected components (small objects) that have smaller
than 400 pixels were removed from the binary images using
bwareaopen function in MATLAB. This setting worked well
for images from both the datasets. Fig. 3 shows the segmented
image using multiscale line operator before and after remov-
ing connected components. Finally, the following steps were
involved in selecting vessels, inside the zone B,

1. Find and remove all junctions: In order to find a junc-
tion, first the binary or segmented image was skeleton-
ized using bwmorph function in MATLAB. The function
is based on an iterative scheme for the deletion of pixels
[73]. Thereafter to separate the vessels from each other,
all the junction points in an image were identified and de-
leted from skeletonized image [74].

2. Select the major vessels: In this step, to select the major
vessels from all the detectable vessels, the properties for
each vessel segments were measured using Matlab’s re-
gionprops function. Then, using PixelList property, we re-
tained those vessels whose length is greater than or equal
to thresh. The parameter thresh was set equal to 50 for
INSPIRE and MESSIDOR images and 25 and VICAVR
images. This parameter was selected based on the experi-
ments conducted on randomly selected sets of images from
each dataset. The main aim of the experiments was two-
fold i.e. to search for the parameter value such that the
maximum number of vessels are retained and very short
vessels are removed.

3. Finding centerline pixels and vessel width: In this step,
the Canny edge detector [51] was utilised to find the vessel
edges. To do so, first the intensity profiles across the vessel
were identified after every 5th pixel between the start (S)
and the end (E) pixels (denoted by red and green colours
respectively; See Fig. 4(b)) . The S and E pixel points are
the first and last pixel in the pixel list of the detected vessel
during segmentation, found in previous step. In our previ-
ous work, these two points were placed manually on the

vessel [43]. Thereafter, the vessels were tracked between
these two automatically selected start and end points. The
tracking process between these two points is similar to one
explained in our previous work [43].

During the tracking process the cross-sectional intensity
profiles (indicated by dotted lines across the vessels in
Fig. 4(b)) were found between start and end point at every
5th pixel. These profiles appears as an inverted bell shape
(Gaussian); see Fig. 4(b). The point C (indicated in red) on
the intensity profile gives the approximate vessel centre.
This point can be established by finding and averaging two
local minimum points on the vessel profile.

Thereafter, in order to find vessel edges (indicated by yel-
low circles) (see Fig. 4(c)), the canny edge detector [51]
was applied on all detected intensity profiles. Lastly, the
centerline pixels (showed by green dots in Fig. 4(d)) were
detected at the midpoint of the edge points pair [43]. The
distance between the two opposite edges was then stored
as a width of the vessel. In this way, the vessel centerline
pixels were obtained in all the four quadrants ( QI, QII,
QIII and QIV) (See Fig. 4(a)).

4. Vessel selection for classification: Based on the width
calculated by the canny edge detector, those vessels were
selected whose width ≥ 60% of Mv where, Mv is the width
of the thickest vessel among all vessels in a pair of adjacent
quadrants. The 60% threshold criterion was arrived at ex-
perimentally. The experiments were also conducted using
the 50% and the 70% criterion. The 50% criterion selects
very thin confusing vessels whereas, the 70% criterion res-
ulted in selection of lesser number of vessels. Therefore,
the 60% criterion was found to be a reasonable choice in
order to select the larger vessels containing a combination
of medium to wider vessels. The main aim behind design-
ing such a selection criterion is to robustly calculate the
Arterio-Venous Ratio (AVR) (biomarker for various sys-
temic disease). For the measurement of AVR, it is always
advisable to select the good quality vessels since otherwise
it is not possible, even for an ophthalmologist, to distin-
guish between arteries and veins [75]. In the subsequent
step, the selected vessels participated for vessel classifica-
tion.

3.3. Feature Extraction

In this step, to perform vessel classification only three fea-
tures: the variance of red (VR), mean of red (MR) and green
(MG), were extracted. These fixed colour features are widely
reported in the literature and are considered to be some of the
most discriminating and informative features for retinal vessel
classification [13, 76, 77]. The features were extracted from the
illuminated corrected channel/image around the circular neigh-
bourhood of each centerline pixel. The diameter of this circular
region of interest around the pixel is taken 60% of the average
width of the vessel. The rationale behind this approach is to
calculate the features always inside the selected vessel.
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3.4. Vessel Classification

Finally, the LCGMM classifier (see Section 4 for the detailed
explanation) was utilised to classify each vessel centerline pixel
taken from two adjacent neighbourhood quadrant (i.e. quadrant
pair: (QI, QII), (QII, QIII), (QIII, QIV) and (QIV, QI) ). Thus,
clustering process assign one label to each centerline pixel. As
vessels in neighbouring quadrants participated twice in classi-
fication process therefore two labels were given to every center-
line pixel. For example, the vessel in quadrant QI is classified
twice as it belong to quadrant pair (QI, QII) and (QIV, QI).

After this, the quadrants were rotated (represented by black
dashed lines; see Fig. 4(a)) and the vessel’s centerline pixels be-
longing to adjacent rotated quadrant were again classified. This
generates two additional labels to each centerline pixel. Thus,
in this way all the centerline pixels were assigned four labels.
Thereafter, the hard label was allotted to the centerline pixel de-
pending upon the majority of soft labels of each type. Finally,
the vessels were grouped as arteriole or venule depending on
the highest number of hard labels of each type. The vessel was
marked unclassified in case the votes were tied [43].

4. Locally Consistent Gaussian Mixture Model

In many applications, it is quite common that the data can
be represented by a fewer data points than the actual dimen-
sion of the acquired data would suggest [78, 79]. In such cases,
the general GMM might not be an ideal choice to represent the
data since it does not take into account the geometrical inform-
ation e.g. the generated data may be close to submanifold of
the actual ambient space. Therefore in following section, we
describe briefly the LCGMM method that efficiently incorpor-
ates the geometrical information of the probability distribution
into learning a GMM. In the section below, firstly a very brief
introduction to classic GMM is given thereafter the procedure
to learn a LCGMM is described in details.

4.1. Background

The GMM is realised with a linear (weighted) mixture of
various Gaussian components. Each Gaussian component act
as a basis function, thus offering a comparatively richer class of
density models than a single Gaussian [44]. Mathematically, a
Gaussian mixture density function can be defined as:

P(M|Ω) =

K∑

k=1

πk pk(m|θk). (10)

where M = (m1,m2, · · · ,mN) are the observations, πk ≥ 1 can
be viewed as positive weights on each individual Gaussian com-
ponent and it satisfies the convex relation

∑K
k=1 πk = 1. The

parameter vector is represented by Ω = (π1, · · · πK , θ1, · · · , θK).
Note that here each Gaussian density function pk is paramet-
erised by θk, meaning that pk(m|θk ∼ N(m|µk,Σk), where µk is
the mean and Σk is the covariance matrix of the component.

The Maximum-likelihood estimation (MLE) is commonly
used to the set of optimal parameter Ω given observations M
such that P(M|Ω) is maximised. For better numerical efficiency,

the optimisation is generally carried out in log-domain by intro-
ducing the log-likelihood function, which is defined as,

L = log P(M|Ω) = log
N∏

i=1

P(mi|Ω) (11)

=

N∑

i=1

log
K∑

k=1

πk pk(mi|Ω) (12)

In the above expression, it is difficult to find a closed form ex-
pression for the ML optimal solution. By introducing the latent
variable P(s|m) which represents the probability of observation
m belonging to component s, the log-likelihood function can be
formulated as [44]:

L =

N∑

i=1

K∑

k=1

P(ck |mi) log πk + logN(mi|µk,Σk) (13)

The ML estimate for Ω under the assumption that P(s|m) can
now be obtained using the Expectation-Maximisation (EM) al-
gorithm [80].

4.2. GMM and Locally Consistency

In general, for function learning from examples, it is assumed
that the examples are generated according to a probability dis-
tribution P on M × R and the unlabelled examples m ∈ M are
assumed to be drawn according to the marginal distribution PM

of P. The method presented in the section below exploits the
connection between the marginal and conditional distributions
under the following assumption [81]:

Assumption 4.1. Within some neighbouring samples, the con-
ditional probability distribution P(s|mi), where s represents the
clusters, are similar to a certain degree or in other words, P(s|m)
varies smoothly along the geodetic surface in the intrinsic geo-
metry of PM

Remark 4.1. This assumption is usually known as the local
consistency assumption [82, 83], which is a central idea behind
various kinds of algorithms including semi-supervised learning
[81, 84] and dimensionality reduction [85] algorithms.

Kullback-Leibler Divergence (KL-Divergence) is one of the
most common methods to measure the ”similarity” (or ”dis-
tance”) between two probability distributions and is defined as,

D(Pi(s)||P j(s)) =
∑

s

Pi(s) log
Pi(s)
P j(s)

(14)

where, Pi(s) and P j(s) are two probability distributions func-
tions. Due to the asymmetry, it can be reformulated to evaluate
the distance between two distributions Pi(s) and P j(s) as fol-
lows,

Di j =
1
2
(
D
(
Pi(s)||P j(s)

)
+ D

(
P j(s)||Pi(s)

))
(15)

It has been shown in the literature that the local geometric struc-
ture can be modelled through a nearest neighbour graph on a
scatter of data points [85, 86]. Therefore, let us consider a graph
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with N vertices, where each vertex in the graph corresponds to
a data point and the edge weight matrix W defined as follows:

Wi j =


1 if mi ∈ Nn(m j) or m j ∈ Nn(mi)

0 otherwise

where Nn(mi) represents the data sets of n nearest neighbours
of mi. By letting P(s) = P(s|mi), with the weight matrix of the
nearest neighbour graph as in (4.2), the smoothness of Pi(s|m)
on the graph can be measured as described below:

R =

N∑

i, j=1

Di jWi j (16)

=
1
2

N∑

i, j=1

D
(
Pi(s)||P j(s)

)
+ D

(
P j(s)||Pi(s)

)
Wi j (17)

The smaller the value of R, the smoother the P(s|m) is over
the graph or in other words along the geodesics in the intrinsic
pattern of the data [45].

4.2.1. Likelihood function
The smoothness term described in the previous section can

now be incorporated into the likelihood of original GMM as
below,

L = L − λR (18)

∝
N∑

i=1

log
K∑

k=1

πkN(mi|µk,Σk) (19)

− λ
2

N∑

i, j=1

D(Pi(s)||P j(s)) + D(P j(s)||Pi(s)))Wi j (20)

where Pi(s) represents the P(s|mi) and λ is the regularisation
parameter. As the local consistency is incorporated through a
regularizer, therefore the method is termed as the Locally Con-
sistent Gaussian Mixture Model (LCGMM) [45].

4.3. Model Fitting with EM

The parameter vector (latent variables) in the LCGMM
method is denoted by Ω = (π1, ..., πK , (µ1,

∑
1), ..., (µk,

∑
k)).

The ML estimate of Ω can be calculated using the Expectation-
Maximisation (EM) algorithm [80]. The EM algorithm in-
volves two steps namely, 1) the E-step, i.e computing expec-
ted values for the latent variables and 2) The M-step, which
uses the computed expected values of the variables to obtain
the parameters which maximise the log likelihood. The above
mentioned steps are repeated until a certain pre-specified stop-
ping criterion is reached.

4.3.1. E-step:
The computation of the posterior probabilities for the latent

variables are P(sk |mi), can be done by simple application of
Bayes’ rule [44]:

P(sk |mi) = P(sk = 1|mi) =
πkN(mi|µk,Σk)

∑K
j=1 π jN(mi|µ j,Σ j)

(21)

4.3.2. M-step:
The expected complete data log-likelihood for LCGMM can

then be obtained as follows [44]:

Q(Ω) = Q1(Ω) − Q2(Ω) (22)

=

N∑

i=1

K∑

k=1

P(sk |mi)(log πk + logN(mi|µk,Σk))

− 1
2

N∑

i, j=1

(D(Pi(s)||P j(s)) + D(P j(s)||Pi(s)))Wi j

It can be clearly seen in (22) that Q(Ω) consists of two parts.
The first part Q1(Ω) describes the expected complete data
log-likelihood for LCGMM exactly similar to GMM in (13),
whereas, the second part Q2(Ω) describes the locally consist-
ent regularizer only involving the parameters {µk,Σk}Kk=1. The
part of Q(Ω) which is relevant to {µk,Σk}Kk=1 can be described as
[45]:

Q̃(Ω) = Q̃1(Ω) − Q2(Ω) (23)

where,

Q̃(Ω) =

N∑

i=1

K∑

k=1

P(sk |mi)
(1
2

log(|Σ−1
k |)−

1
2

(mi−µk)T Σ−1
k (mxi−µk)

)

(24)
The M-step re-estimation equation for µk can be obtained by
taking the derivative of (23) with respect to (w.r.t.) µk and set-
ting it to zero as below:

µk =

∑N
i=1 miP(sk |mi)

Nk
(25)

−
λ
∑N

i, j=1
(
P(sk |mi) − P(sk |m j)

)
(mi − m j)Wi j

2Nk
(26)

where, Nk =
∑N

i=1 P(sk |mi). By defining S i,k = (mi − µk)(mi −
µk)T , we have: (mi − µk)T Σ−1

k (mi − µk) = Tr(S i,kΣ
−1
k ) =

Tr(Σ−1
k S i,k), where Tr(•) denotes the trace operator of a matrix.

Now, (23) can be rewritten as:

Q̃1(Ω) =
1
2

N∑

i=1

K∑

k=1

P(sk |mi)(log|Σ−1
k | − Tr(Σ−1

k S i,k)) (27)

Q2(Ω) =
λ

4

N∑

i, j=1

K∑

k=1

((
P(sk |mi) − P(sk |m j)

) × (28)

(
Tr(Σ−1

k S j,k) − Tr(Σ−1
k S i,k)

))
Wi j

Similarly, the M-step re-estimation equation for Σk can be ob-
tained by taking the derivative of (23) w.r.t. Σ−1

k and setting it
to zero:

Σk =

∑N
i=1 P(sk |mi)S i,k

Nk
(29)

−
λ
∑N

i, j=1
(
P(sk |mi) − P(sk |m j)

)(
S i,k − S j,k

)
Wi j

2Nk

By the regularisation parameter λ = 0, the M-step re-estimation
equations (25) and (29) boil down to the M-step in conventional

10

                  



GMM [44]. As mentioned earlier, the E-step and the M-step is
alternated until a termination condition is met. For a detailed
derivation of the E-step and the M-step, the readers are kindly
referred to [45].

5. Performance Evaluation

The classification rate to assess the performance of the pro-
posed methodology was calculated as,

C =
CC

Tot − TU
× 100 (30)

where CC: vessels which are correctly classified, Tot: total
number of vessels participated in classification process and TU
is number of unclassified vessels i.e. for which votes were tied.
In addition, following performance measures were also calcu-
lated separately for arterioles (a) and venules (v) [43],

1. Accuracy; =
TPa/v+TNa/v

TPa/v+TNa/v+FPa/v+FNa/v
.

2. Sensitivity; SEN =
TPa/v

TPa/v+FNa/v)
,

3. Specificity; SPE =
TNa/v

TNa/v+FPa/v
,

4. Negative Predicted value; NPV=
TNa/v

TNa/v+FNa/v
,

5. Positive Predicted value; PPV =
TPa/v

TPa/v+FPa/v
,

6. Negative Likelihood Ratio; NLR =
1−S ensitivity
S peci f icity ,

7. Positive Likelihood Ratio; PLR =
S ensitivity

1−S peci f icity ,

where, TP, FP, TN and FN are True Positive, False Positive,
True Negative and False Negative respectively.

6. RESULTS

To evaluate the performance of the proposed framework,
ground truth was generated by manually grading the retinal
vessels into arteriole or venule by two human observers (i.e.
Grader 1: an author DR and Grader 2: a clinician). The Grader
1 (DR) was independently and individually trained by clinicians
at the Clinical Research Imaging Centre of the University of
Edinburgh, UK in differentiating the retinal vessels into arter-
ies and veins and has ≈ 7 years experience in retinal image
analysis.

Grader 1 (DR) did not classify (i.e. labelled as unclassified
by grader because of confusing vessels) 19 vessels (i.e. 3.49%
of 544 vessels ) extracted from images of INSPIRE-AVR data-
set while 5.7% of 544 vessels (i.e. 31 vessels) were not clas-
sified by Grader 2 due to confusion in determining the label
Moreover, it was noticed that the disparity in labelling the ves-
sels by both the observers were found for only four vessels out
of all the vessels which were labelled by two observer..

The classification rate obtained by Grader 1 and Grader 2 on
INSPIRE-AVR dataset was 90.65% and 90.83% respectively.
The performance measures were computed for Grader 1 w.r.t.

the labels of Grader 2 separately for arterioles and venules and
is shown in Table 2. Due to high agreement rate in labelling
the vessels by two observer, the classification results on all the
datasets were evaluated w.r.t. the Grader 1 (ground truth) in the
subsequent paper. Furthermore, the Grader 1 did not classify or
graded (because of confusing vessels) 5.87% of 732 vessels and
8.86% of 722 vessels from VICAVR and MESSIDOR dataset
respectively (i.e. 43 and 64 vessels respectively).

Table 2: Performance measure (for arterioles and venules separately) of Grader
1 w.r.t Grader 2 when they graded the retinal vessels into arterioles or venules
manually on the INSPIRE-AVR dataset.

Performance Measure arterioles venules

SEN 0.996 0.987
SPE 0.987 0.996
PPV 0.988 0.995
NPV 0.995 0.988
PLR 80.36 260.72
NLR 0.0038 0.0124

The classification accuracy obtained w.r.t. the ground truth
on all datasets using LCGMM (where CLR is the classifica-
tion rate and UnCL stands for the unclassied vessels) using pro-
posed system is shown in Table 3. Table 3 also shows the res-
ults obtained with SMIC [33, 34] and GMM-EM [43] classifier
keeping other setting same. Tables 4–6 show the performance
measures (evaluated separately for arterioles and venules) with
LCGMM, for INSPIRE-AVR, VICAVR and MESSIDOR data-
set respectively .

Additional experiment was performed using four features
(i.e. Mean of red (MR), Mean of Green (MG), Mean of Hue
(MH) and Variance of Red (VR)) as used in [33, 43] while keep-
ing other setting same. The result obtained is shown in Table
7.

In order to show the effectiveness of the quadrant-pair wise
approach the vessel classification was performed without quad-
rant pairing i.e. all the vessels in the zone B were classified
using LCGMM using 3 features (MR, MG and VR) as used in
this proposed work and 4 features (MR, MG, MH and VR) as in
[33, 43]. The results obtained are mentioned in Table 8.

Table 3: Vessel classification results using LCGMM, GMM-EM and SMIC.
Here, CLR and UnCL are classification rate and Unclassified vessels percentage
respectively

CLASSIFIER INSPIRE-AVR VICAVR MESSIDOR
LCGMM CLR 90.65% 90.3% 93.8%

(UnCL) 6.28% 5.8% 3.65%

GMM-EM CLR 81.26% 76.76% 86%
(UnCL) 15.6% 24.46% 23%

SMIC CLR 89.22% 89.95% 93.2%
(UnCL) 6.3% 6.5% 8.6%
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(a) (b) (c)

Figure 5: Images showing the classification output on (a) INSPIRE, (b) VICAVR and (c) MESSIDOR image. Vessels in red, blue and yellow shows the system
classified arteriole, venule and unclassified vessels respectively

Table 4: Performance measure w.r.t ground truth on INSPIRE-AVR dataset.

Performance Measure arterioles venules

SEN 0.946 0.862
SPE 0.862 0.946
PPV 0.885 0.934
NPV 0.934 0.885
PLR 6.83 16.06
NLR 0.062 0.146

Table 5: TPerformance measure w.r.t ground truth on VICAVR dataset.

Performance Measure arterioles venules

SEN 0.907 0.898
SPE 0.898 0.907
PPV 0.915 0.888
NPV 0.888 0.915
PLR 8.89 9.66
NLR 0.104 0.113

Table 6: Performance measure w.r.t ground truth on MESSIDOR dataset.

Performance Measure arterioles venules

SEN 0.974 0.895
SPE 0.895 0.973
PPV 0.918 0.966
NPV 0.966 0.918
PLR 9.31 34.32
NLR 0.029 0.107

7. DISCUSSION

This proposed methodology classifies the vessels into arter-
ies and veins which is the key part for the calculation of Arterio-
Venous Ratio (AVR) (biomarker for various systemic disease).

Table 7: Vessel classification results using LCGMM using 4 features: MR, MG,
MH and VR . Here, CLR and UnCL are classification rate and Unclassified
vessels percentage respectively

.
CLASSIFIER INSPIRE-AVR VICAVR MESSIDOR

LCGMM CLR 85.59% 90.2% 94.0%
(UnCL) 9.3% 5.2% 2.2%

Table 8: Vessel classification results using LCGMM without quadrant pairing
using three (MR, MG and VR) and four fixed features (MR, MG, MH and VR).
Vessel classification results using LCGMM with quadrant pairing are also in-
dicated for comparison. Here, CLR and UnCL are classification rate and Un-
classified vessels percentage respectively.

Features INSPIRE-AVR VICAVR MESSIDOR
Without With Without With Without With

3 features: CLR 83.20% 90.65 % 85.3% 90.3% 91% 93.8%
(UnCL) 0% 6.28% 1.16% 5.8% 0.61% 3.65%

4 features: CLR 81.0% 85.59% 84.8% 90.2% 91.5% 94.0%
(UnCL) 0.19% 9.3% 1.16% 5.2% 0.3% 2.2%

For the measurement of AVR, it is always advisable to select the
good quality vessels which must have a minimum diameter and
contrast otherwise it is not possible, even for an ophthalmolo-
gist, to distinguish between arteries and veins, especially, when
the information about the root of the vessels is not provided
[75]. The main aim behind the proposed criterion was to select
a combination of medium to wider vessels for classification and
for the correct calculation of AVR in future using the proposed
framework.

Table 3 presents the comparison of the classification rate
obtained using the GMM-EM, SMIC and LCGMM methods.
It can be clearly observed that on INSPIRE-AVR, VICAVR
and MESSIDOR datasets, the classification rate obtained were
90.65%, 90.3% and 93.8% respectively in zone B using
LCGMM. It is observed that classification accuracy obtained
with proposed method is higher as compared to methods pro-
posed in [33, 34, 43] (see Table 3 ). At the same time, it should
be note that in [33, 34] the pre-processing method and features
used for classification was different as compare to one used in
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this paper. Table 7 shows the result obtained using LCGMM
when 4 features (i.e. MR, MG, MH and VR) are used, as in
[33, 43], while keeping other settings same. It shows that either
the classification rate is higher or constant using the proposed
system. Comparing the results in Table 3 and 8 shows that the
results obtained with quadrant pairing and voting approach are
promising compared to without any such approach.

Moreover, the accuracy obtained using the proposed unsu-
pervised methodology is higher in comparison to other repor-
ted approaches on same dataset in [20, 27, 31] (see Table 1).
The authors in [20] reported vessel classification results on
whole image as well as in zone B of INSPIRE-AVR dataset.
Their proposed method resulted in different classification rates
on the vessels of different calibres. For vessels calibre > 5
pixels, their proposed method gave classification accuracy of
87.9% where as for vessels calibre > 20 pixels it resulted in
an accuracy of 97.1% inside the region of interest (ROI) for
INSPIRE-AVR dataset. Furthermore, the supervised classific-
ation method with feature selection framework of [29] on ma-
jor vessels of VICAVR dataset yielded only 1% more then that
obtained with our proposed method. Moreover, the system of
[32] attempted to classify 2 − 4 pixels wide vessels (46% of
the total vessels) and vessels with diameter ≥ 4 pixels (53%
of the total vessel). They tried different supervised approaches
and obtained the best classification result with likelihood score
propagation (LSP). Their system resulted in the best classi-
fication rate (with LSP) of 85.1% and 98.3% respectively. It
is important to emphasise here that the methods proposed in
[20, 27, 29, 32] are supervised in nature whereas we proposed
an unsupervised approach.

In addition, our proposed system also outperforms the previ-
ous work where 87.6% [33] and 88.9% [34] classification rate
were obtained on the INSPIRE-AVR dataset. Moreover, in the
previous experiments [43], the algorithm was tested on OR-
CADES images of resolution 2048 × 3072 pixels. The method
resulted in classification accuracy of 92% on 35 images using
GMM-EM algorithm. It should be noted that the direct com-
parison with the present methodology and [43] is not possible
as in the previous work [43] the centerline pixels were extracted
by tracking the vessel (which were selected manually) between
manually marked points on the vessels whereas in this paper
not only the vessels were selected automatically but also the
centerline pixels were extracted automatically from segmented
vessels. Also, the pre-processing technique and features used
for classification was different than that used in this paper. In
this proposed system, homomorphic filtering is used for illu-
mination correction before extracting the features whereas in
previous work [43], median filtering was used which cannot
handle the noise suppression and detail preservation at the same
time [87]. Above this, the dataset used for testing the algorithm
in the proposed system is different as that of [43]. It should be
noted that in the previous work, the extraction of the centerline
pixels (i.e. between manually marked points) and the vessel se-
lection was done manually [33, 34], whereas, in the proposed
method this procedure is fully automatised.

Additionally, the sensitivity for arterioles and venules was
0.946 and 0.862 respectively (see Table 4). It means that for

the INSPIRE-AVR dataset, the probability of an incorrect clas-
sification was only 5.4% and 13.8% for arterioles and venules
respectively. Similarly, for the VICAVR and MESSIDOR data-
sets, the probability of an incorrect classification was (9.3%,
10.2%) and (3%, 11%) for (arterioles, venules) respectively. As
seen from Tables 4–6 a high positive likelihood ratio and a low
negative likelihood ratio establishes the high reliability of the
proposed system.

8. CONCLUSION

The categorisation of retinal vessels into arterioles and
venules plays a very significant role in the biomarker discovery.
In this paper, we proposed a novel unsupervised four step meth-
odology to sort the retinal vessels into two groups - arterioles
and venules. The main advantage of the proposed methodology
is that it requires no or very less user interaction during each
step. Contrary to the usual fact that one needs to always extract
a large set of features to obtain a high classification rate, it has
been shown that high classification rate can be obtained while
utilising only three features in zone B, if a proper preprocessing
of the images is performed prior to the final classification. From
the results, it can be clearly observed that the LCGMM clas-
sifier outperforms the conventional GMM-EM classifier. It is
also suggested that for avoiding the false-positives and improv-
ing the final classification results, a quadrant-pair wise pooling
scheme can be used. The proposed methodology was validated
on three different publicly available datasets therefore demon-
strates a good potential in computer aided diagnosis and bio-
marker research.

Although, it has been demonstrated on three different data-
sets that only three features are sufficient for obtaining the
high classification rate but inclusion of other dominant features
may potentially improve the performance of the system and it
needs to be further investigated. Additionally, there are differ-
ent factor which are likely to impact the classification perform-
ance such as different imaging systems, other retinal zones etc.,
hence in our future research we aim to tackle such issues.
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