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ABSTRACT

The notions of complex q-rung orthopair fuzzy sets (Cq-ROFSs) and linguistic sets (LSs) are two different concepts to deal with
uncertain information in multi-attribute group decision-making (MAGDM) problems. The Heronain mean (HM) and geomet-
ric Heronain mean (GHM) operators are an effective tool used to aggregate some q-rung orthopair linguistic fuzzy numbers
(q-ROLFNS) into a single element. The purpose of this manuscript is to propose a new concept called complex q-rung orthopair
linguistic sets (Cq-ROLSs) to cope with complex uncertain information in real decision-making problems. Then the fundamen-
tal laws and their examples of the Cq-ROLSs are also given. Furthermore, the notions of complex q-rung orthopair linguistic
Heronian mean (Cq-ROLHM) operator, complex q-rung orthopair linguistic weighted Heronian mean (Cq-ROLWHM) opera-
tor, complex q-rung orthopair linguistic geometric Heronian mean (Cq-ROLGHM) operator, complex q-rung orthopair linguis-

sets tic weighted geometric Heronian mean (Cq-ROLWGHM) operator are proposed and their basic properties are also discussed.
Hemmarf mean operators Moreover, we develop a novel approach to MAGDM using proposed operators and a numerical example is used to describe the
Geometric Heronian mean flexibility and explicitly of the initiated operators. In last, the comparison between proposed method and existing work is also
operators discussed in detail.

© 2019 The Authors. Published by Atlantis Press SARL.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

The framework of the complex fuzzy set (CFS) was proposed by Ramot et al. [1], which is a generaeronian mean lization of a fuzzy set (FS) [2].
The difference between CFS and FS is that the range of CES is not restricted to [0, 1], but is extended into a unit disc in a complex plane. The
CFS has received more attention in the environment of FS theory. While, Alkouri and Salleh [3] proposed the notions of linguistic variable,
hedges and several distances on CFS. Yazdanbakhsh and Dick [4] proposed time-series forecasting via complex fuzzy logic and a systematic
review of CFS. Recently, Bi et al. [5] proposed complex fuzzy geometric aggregation operators. Because of its merits and advantages, CFS
has been extensively applied to decision-making problems and other fields [6-7]. Because FS and CFS can only describe the membership
degree and complex-valued membership degree, and cannot express the non-membership degree and complex-valued non-membership
degree. Then the framework of intuitionistic fuzzy set (IFS) is introduced by Atanassov [8] as a generalization of FS by including non-
membership degree. The IFS is characterized by two different degrees such as membership and non-membership grades, and their sum is
limited to [0, 1]. IFS has been extensively used in different fields [9-10]. Further, Alkouri et al. [11] proposed the framework of complex
intuitionistic fuzzy set (CIFS) as a generalization of FS to deal with uncertain and unpredictable information in real-life problems. The
CIFS is characterized by complex-valued membership grade and complex-valued non-membership grade in the form of polar coordinates.
Because there is a restrict condition in IFS, further, Yager [12] initiated the idea of Pythagorean fuzzy set (PFS) as an effective tool to describe
the uncertainty for the multi-attribute group decision making (MAGDM) problems. The notion of PES is more general than IFS and FS to
cope with difficult information in real decision problems. When a decision maker provides (0.6,0.7) for membership and non-membership
grades, i.e., 0.6 + 0.7 = 1.3 > 1, the IFS cannot describe it effectively, but the PFS can describe such kinds of information effectively,
ie, 0.62 + 0.7 = 0.36 + 0.49 = 0.85 < 1. Based on PFS, Garg [13,14] proposed a novel correlation coefficient between PFSs, and a
new generalized Pythagorean fuzzy Einstein aggregation operators and their application to decision-making were developed. Dick et al.
[15] introduced Pythagorean and complex fuzzy operations. Garg [16] further proposed a novel accuracy function under interval-valued
Pythagorean fuzzy environment for solving multi-attribute decision-making (MADM) problem. Further, some new MADM methods and
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operators about PFSs were developed. Ren et al. [17] developed the notion of Pythagorean fuzzy TODIM (an acronym in Portuguese for
Interactive Multi-Criteria Decision-Making) approach to MADM. Garg [18] proposed a new improved score function of an interval-valued
PFSs based TOPSIS method. Wei and Wei [19] proposed the concept of similarity measures for PFSs based on the cosine function and their
applications. Garg [20], proposed generalized Pythagorean fuzzy geometric aggregation operators using Einstein t-norm and t-conorm for
the multi-criteria decision-making process. Wei [21] proposed the Pythagorean fuzzy interaction aggregation operators and their application
to MADM problems.

In some particular cases, the IFS and PFS are failed, if a decision maker provides (0.9, 0.7) for membership and non-membership degrees,
ie,0.9+40.7=1.6 > 1and 0.92+0.7% = 0.81+0.49 = 1.30 > 1, the IFS and PFS cannot describe effectively such kinds of information. To
precisely cope with such kind of problems, Yager [22] proposed the framework of q-rung orthopair fuzzy set (q-ROFS) whose restriction is
that the sum of q-power of membership and gq-power of non-membership grade is belonging to [0,1]. Obviously, the g-ROFS can describe
effectively such kinds of information, i.e., 0.9 +0.7% = 0.7+ 0.24 = 0.94 < 1. The FS, IFS, and PFS all are the special cases of q-ROFS, this
characteristic makes q-ROFS more general than existing FSs. For example, if g=1 and non-membership equals to zero then, the g-ROFS
is converted to FS. If q=1, then the q-ROFS is converted to IFS. If q=2, then the q-ROFS is converted to PFS. To better understand the
relationship among q-ROFS, PFS, and IFS, please see Figure 1.

Further, Liu and Liu [23] initiated the concept of some q-rung orthopair fuzzy Bonferroni mean operators and their application to MAGDM.
Wei et al. [24] proposed some q-rung orthopair fuzzy Heronian mean (HM) operators. Liu and Wang [25,26] proposed some q-rung
orthopair fuzzy aggregation operators and their application to MADM based on Archimedean Bonferroni operators of q-rung orthopair
fuzzy numbers. Further, the power maclaurin symmetric mean [27], partitioned maclaurin symmetric mean [28], as a powerful operator to
aggregate the interrelation among q-ROFNs, were developed. Li et al. [29] proposed q-rung orthopair linguistic HM operators with their
application to MAGDM.

Moreover, the linguistic variable (LV), proposed by Zadeh [30], can easily express the qualitative information. Many researchers com-
bined the notion of LV with IFS, PES, q-ROFS, and proposed the novel concepts of intuitionistic linguistic fuzzy numbers [31], linguistic
Pythagorean FS [32] and q-rung orthopair linguistic HM operators [29]. Obviously, these combinations can easily describe the complex
fuzzy information.

Consequently, motivated by the idea from IFS to CIFES, it is necessary to extend q-ROFS to complex q-ROFS (Cq-ROEFS) because Cq-ROFS
is a powerful idea to cope with uncertain and unpredictable information, and it is also a generalization of CFS and FS, whose constraint is
like q-ROFS, but the range of membership and non-membership grades are bounded to unit disc in a complex plane instead of [0,1]. The
complex-valued membership and complex-valued non-membership grades are represented in the polar form. The q-ROFS copes with one-
dimension information at a time in a single elements, which results in data loss sometimes. But, the Cq-ROEFS is a powerful tool to deal with
uncertain information as compared to q-ROFS, because it contains two-dimension information in a single elements. So by introducing the
second dimension to the grade of membership and non-membership, loss of data can be avoided. At the same time, motivated by combining
the LV with q-ROFS, it is meaningful to combine the LV with Cq-ROFS, and propose complex q-rung orthopair linguistic number (Cq-
ROLN) which is more general than existing fuzzy sets, such as complex Pythagorean linguistic set (CPYLS) and complex intuitionistic
linguistic set (CILS). If we take the imaginary part is zero, in the terms of membership grade and non-membership grade, then the Cq-
ROLS is convert into q-rung orthopair linguistic set (q-ROLS), i.e., -ROLS is its special case. If we set the value of parameter g = 1 in the
environment of -ROLS, then the q-ROLS is converted for intuitionistic linguistic set (ILS). Similarly, if we take the value of parameter g = 2
in the environment of q-ROLS, then the q-ROLS is converted for Pythagorean linguistic set (PYLS). The ILS and PYLS are the particular
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Figure 1 Geometrical interpretation of q-rung orthopair fuzzy set.
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cases of the Cq-ROLSs. Moreover, Heronain mean (HM) can consider the relationship between any two attributes, compared with the BM
which has the same function as HM, however, HM can reduce the operational amount to half of BM. So it is necessary to extend HM to
Cq-ROFS and Cq-ROLN, and then to propose a new MADM method based on the proposed operators. Therefore, the motivation and goal
of this paper are shown as follows:

1. Propose the notion of Cq-ROEFS and some operational laws, and then explain their characteristics and comparison method.

2. Propose the notion of Cq-ROLN and some operational laws, and then explain their characteristics and comparison method.

3. Develop some extended HM operators, such as complex q-rung orthopair linguistic Heronian mean operator (Cq-ROLHM), com-
plex q-rung orthopair linguistic weighted Heronian mean operator Cq-(ROLWHM), complex q-rung orthopair linguistic geomet-
ric Heronian mean operator (Cq-ROLGHM), complex q-rung orthopair linguistic weighted geometric Heronian mean operator(Cq-
ROLWGHM), and then verify their some properties.

4. Develop a new MADM method based on the proposed operators.

5. Give some examples to show the flexibility and superiority of the developed method.

The construct of this manuscript is as follows: in Section 1, we introduce some basic theories, and propose notion of Cq-ROFS; Section 3
proposes the notion of Cq-ROLN and their operational laws. In Section 4, we propose the Cq-ROLHM, Cq-ROLWHM, Cq-ROLGHM,
Cq-ROLWGHM operators and their properties. In Section 5, we propose a new method to solve MAGDM problem based on the proposed

operators. In Section 6, some examples are given to show the flexibility and superiority of our proposed operators. The conclusion is dis-
cussed in Section 7.

2. PRELIMINARIES

In this section, we will review the existing concepts and initiate the idea of Cq-ROFSs. The operational laws of Cq-ROFSs are also discussed
in detail.

2.1. The q-ROFS

In this sub-section, we review some basic concepts of g-ROFS, LV, HM, GHM and their operations.
Definition 1. [22] For ordinary fixed set X, the q-ROEFS is given by

P={{xt ,{ @®)/xeX} (1)

where t' (x),f (x) : X — [0,1] denoted the membership and non-membership degrees respectively, satisfying the condition 0 <
1

t'9(x) + §'9(x) < 1(gq > 1). The hesitancy degree is defined by up (x) = (t'9(x) + ' (x) - 1" (x) {'4 (x)) 7. Further, (1’ (x), (x)) is

called q-ROFN. The geometrical interpretation of Cq-ROFS is shown in Figure 1.

Definition 2. [22] For two q-ROFNs P; = (t] (x), ] (x)) and P, = (t} (), 5 (x)), their operational laws are defined by (§ > 11isa positive
number)

1.
1
P®P, = ((t';f +] - tY)a ,f’lf;) 2)
2.
1
P ®P, = (tit;, (19 + 59 —fiqf’z")q> (3)
3.

1
sy = (1-(1-t9)%) 7,18 ()
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1

8
P8 = (15,0~ (1-111)°) 5)
Definition 3. [22] For g-ROFS P = (t’ x),§ (x)), the score and accuracy functions are defined by

S = (t'1-1) (6)

H(PP) = (t'1+§1) 7)

For any two q-ROFNs Py = (1] (x),f] (x)) and P, = (15 (x), 3 (x)), then we have

1. IfS(P;) > S(P,), then P; > P,.

2. IfS(P;) = S(Py), then
1. IfH(P;) > H(P,), then If P, > P,.
2. IfH(P;) = H(P,), thenIf P, = P,.

2.2. Linguistic Term Set and HM

Definition 4. [30] For a linguistic term set 8 = {8,/i = 1, 2, .., z} with odd cardinality, where, z is the cardinality of 8, and §; is a linguistic
variable. A possible linguistic term set is given by

8 = {81, 85, 83,84, 85,86, 87} = {very poor, poor, slightly poor, fair, slightly good, good, very good}. The linguistic terms are expressed by
PESs for 5 or 7 terms, which are shown in Figure 2.

Linguistic terms PF values Linguistic terms

for assessing the for assessing the

importance weights evaluative ratings

Figure 2 A linguistic rating system for constructing Pythagorean fuzzy data.
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HM and geometric Heronian mean (GHM) are a more generalized operators than existing operators like averaging mean operator, geometric
mean operator, weighted averaging mean operator, weighted geometric mean operator and more others. The operators which are discussed
in [5,20,24,25,29,31,33,34] are all the special cases of the proposed operators. In this article, we will use HM and GHM operators to propose
the complex g-rung orthopair linguistic Heronian mean and complex q-rung orthopair linguistic geometric Heronian mean operators.

Definition 5. [29] For a set of crisp numbers P; (i = 1, 2, .., n) withs, t > 0, Heronian mean (HM) is given by

1
HM® (Py, Py, ., P,) = (ﬁ 2 2 PP > - (8)
Definition 6. [29] For a family of crisp numbers P; (i = 1,2, .., n) withs, t > 0, the Geometric Heronian mean (GHM) is given by
1 2
GHMS' (Py,P,,..,P,) = (m 1} g (sP; + tP;) nn D) ) 9)

2.3. The Complex g-Rung Orthopair Fuzzy Set

In this section, we will propose the notion of complex q-rung orthopair fuzzy set (Cq-ROFS) and their operations.

Definition 7. For ordinary fixed set X, the Cq-ROFS is given by
P={(xt' (.} x)/x e X} (10)

where t' (x) = t(x)e?™w and ' (x) = fx) 2w denoted complex-valued membership and non-membership degrees respec-
tively, satisfying the condition 0 < t7(x) + f9(x) < land 0 < VV&X) + ”Wfq(x) < 1,(q > 1). The hesitancy degree is defined by

1

1 -
ux)=0-339x) +§(x))1 eizn(l%uﬁxﬁuﬁﬂ)) ' Moreover, (t (x) 2™ M, § (x) 2" W ) is called complex q-rung orthopair fuzzy num-

ber (Cq-ROFN). Simply we write (te2™™, fe27").

Definition 8. For two Cq-ROENs Py = (t;e?™"h 2" ) and P, = (t,¢2" "2, ,¢" ™2 ), the operational laws are defined by (& > 1
is a positive number)

1.
1
1 p—
- - q .
Py ®P, =|(t] +15-tit3)4 em(mqﬁ% KD a7 (11)
2.
1 1
) - ) .
Py @ Py = [yt (9 4 3 - f10) 1 27O ) (12)
3.
1
1 s\
- 2r(1-(1-w! q . 5
6P, = <1—(1—t{{)5>qe < ( :1) ) ,ffelznwfl (13)
4,
1
1 S\
; 5 - 2r(1-(1-w! q
el o

Next, we will examine a numerical example for Cq-ROFNss as follows:
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Example 1

O.86€i2ﬂ(0'99) 0.99€i2ﬂ(0‘99)
We consider the two Cq-ROFNSs for ¢ = 2 and 4 = 3 such that P; = < 01 Oeizﬂ(om)’) and P, = ( 0 Oleizﬂ(o‘og)) , then we have

1 [(0.99)2+(0.99)2-

2
2 2 27T ; .
(0.86)° + (0.99)" - 2 . (0.99)% (0.99)2 ] (0.1) (0.01) e2©009/003) | 0.997?271'(0 9998)
(0.86)% (0.99)> A = { 0.001¢27(0.003)

—

P1$P2= <

1 [ (0.03)% + (0.09)2 -]i

(0.17 + (0.01) —) 2 " 0092 0097

— i277((0.99)(0.99))

O.85€i2ﬂ(0'001)
= < 0.16127[(009) )

1

1
= 3\ 3 )
3\ 2 i27T(1— 1-(0.99)2 ) 3 0.99¢1277(0.99)
2 3 A s
3 AP = <1 - (1 - (0:86) > > ¢ ( ) ) (0.1)7 2O f = <O.0016i27r(0‘000027)
5 ( ( 2)3)% 27(0.97
. 3\ 2 i27(1-(1-(.03) 0.64¢127(0.97)
— 3 ,i27(.99)° 2 _ [ 0.64¢ ,
4. P =|(086) ¢27% ,<1— (1—(0.1) ) ) e - (0.1761_2”(0_0&

Definition 9. For a Cq-ROFN P = (te™™ ¢2""), the score and accuracy functions are defined by
1
S(P) =5 (-1 + W' - W) (15)
1
H(P)= 3 (14 + W + W) (16)

Definition 10. For any two Cq-ROFNs Py = (tleim M f1e27 % ) and P, = (tzem[ Mo | f,e2™ M ), then we have the comparison method
as follows:
1. IfS(P;) > S(P,), then P, > P,.
2. IfS(Py) = S(P,), then
1. IfH(P,) > H(P,), then IfP; > P,
2. IfH(P,) = H(P,), thenIfP, = P,

Example 2

0.86¢1271(0.99) 0.99¢1271(0.99)
We consider the two Cq-ROFNs for ¢ = 2 and such that P, = < 86e > and P, = ¢ ’

0.10¢27(0.03) 0.01¢27(0.09) > Then the score values of the

P; and P, are calculated as follows:

1
S(P) =3 (0.86% - 0.1 + 0.99% - 0.03?)

= % (0.74 - 0.01 + 0.98 - 0.0009) = 0.86
S(P;) =0.86
Similarly
S(Py) = % (0.992 - 0.01% + 0.99% - 0.09?)

1
=5 (0.98 - 0.0001 + 0.98 - 0.0081) = 0.98

S(P,) = 0.98
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So it is clear that S (P) > S (Py), then we say that P, > Py. If (P;) = S(P;), the we will use the accuracy function of the Cq-ROFNs.

3. COMPLEX q-RUNG ORTHOPAIR LINGUISTIC SET

Motivated by the notion of Cq-ROFS and LV, we will initiate the novelty of Cq-ROLS by combing the two different concepts. Throughout
this article, 8 is represented the continuous linguistic term set of $ = {S,/i = 1, 2, .., z}.

Definition 11. A Cq-ROLS on a universal fixed set X is given by

P ={(x, (S0 (' (0,1 )))) Ix € X} (17)

where Sgy € S, t'(x) = t(x)e?™Mw and |/ (x) = fx) 2™ denoted positive and negative complex-valued degrees respec-

tively, holds 0 < 19(x) + f1(x) < land 0 < W, + Wi, < 1,(q>1). Further, the refusal degree is defined by: u(x) =

1
1 !
(1 -1 (x) + 1 (x)))4 ei2ﬂ<l_<mﬁ+uﬁx)>> ' Moreover, (83(x), (t (%) €2 | § (x) 2w )) is called complex q-rung orthopair linguistic
number (Cq-ROLN). Simply, we write (Sg, (te2™™, fe27")).
Next, we defined some operations for Cq-ROLNS.

Definition 12. Let P = (89, (teiznm, feizn%]f)) ,Pp = (591, (tleiZ”W‘l ,f1e2™ )) and P, = (892, (tzeimwfz , fzeiZHWZ)) be a three
Cq-ROLNSs with 4 > 1, then we have

1.
1 1
PL@ Py =[Sy, | (1] + 15— tit])4 PR EIE) T g1y 27 () (18)
2.
1
| 1 p
PL® Py = | Sy | (it 20 (11 410 it 7 270 ) (19)
3,
- i27r<1-(1-w‘1)l)a )
AP = | S50, (1-(1—tq)l)qe V)T perw (20)
4.
1
1 AN
. - r(1-(1-w1) )4
P =|8ga, t’le’Z”Wf,<1—(1-f‘J)’1)Qe ”< ( f>> (21)

First, we give the numerical example for Cq-ROLNs and the four points of Definition 8. Then, we will proposed the ideas of score function
and accuracy function for compression between two Cq-ROFLNS.

Example 3

0 86ei27'[(0.99) 0 9961'271'(0.99)
We will consider the two Cq-ROLNs P; = (84,6, < O'loeizﬂ(om)’)) and P, = (824, ( O'Oleizﬂ(o'og)’ >> withg = 2and A = 3, then we

can get
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1

1 [ (0.99)% + (0.99)* -

(0.86)2 + (0.99)2 —> 2 eizn (0.99)2 (0.99)2 ] ,((0.1) (0.01)) ¢i27((0.09)(0.03))

(0.86)% (0.99)*

0.99761277:(09998)
= <377 <0.001ei271'(0.003) >> )

Py @ P =|S46124- <

. Ll o (0.03)? + (0.09)* -)?
(0.1)* + (0.01) —)26 (0.03)? (0.09)>

pop =|s [ «0.86) (0.99)) e @ 991099
1® P, 4.6x2.4>| ((0.86) (0.99)) e (0.1)% (0.01)?

O.SseiZﬂ(O'OOD
= <511.04, <O.16i2n(0.09) >> s

3
3 i27r( 1-(1-(0.99)% ) 3 0.99¢i27(0.99)
2 3 . ,
3. AP; =| 83446 (1— <1—(0.86) ) > e ( ( ) ) ,(1)° 27037 1] = (513.3, <0'001ei2m0.000027) ,

N =
NI

D =

1 3
) 3\ 2 27 1-(1-(.03)? 0.64¢127%(0.97)
pt 3 3 2 .64¢ ,
4. P} =|[8,6p:](0.86)° 279V, (1 - (1 -(0.1) ) > e ( ( ) ) = <313.s, <O.17ei27'[(0.05)

Definition 13. The score function and accuracy function of Cq-ROLN P = (89, (t¢ai27r " fe’z” " )) are defined as

S(P) =5 (#1-§) + (W' -W')) x6 (22)

N =

HP) =5 (t1+§)+ (W + W) x6 (23)

N =

Definition 14. Let P; = (8@1, (tleimw‘l ,fre?™ )) and P, = (392, (tzeiznw'z ) fzeizﬂwfz)) be a two Cq-ROLNS, then
1. IfS(P;) > S(P;), then Py > P,.
2. IfS(P;) = S(P,), then

1. IfH(P,) > H(P,), then P, > P,.

2. IfH(Pl) ZH(Pz)) thenPl =P2.

Example 4

0.86€i2n(0‘99) 0.99€i2ﬂ(0‘99)
We will consider the two Cq-ROLNs P; = (84‘6, < 0 1Oei2ﬂ(0_03)’>> and P, = <82_4, ( 0 OleiZ”(O‘OQ)’>> for g = 2. Then the score

values of the P; and P, are calculated as

Sy = % ((0.86% - .1%) + (0.99% - 0.03%) ) X 4.6 = 0.86 X 4.6

S(P;) =3.86

Similarly

S(P,) = % ((0.99% -.01%) + (0.99% - 0.092)) X 2.4 = 0.98 X 4.6

S(Py) = 2.55

So it is clear that S (P) > S (P;), then we say that P; > P,. If S (P,) = S(P;), then we will use the accuracy function of the Cq-ROFLNE.
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4. COMPLEX q-RUNG ORTHOPAIR LINGUISTIC HM OPERATORS

In this section, we generalize the HM operator to Cq-ROLS and propose the concepts of Cq-ROLHM, Cq-ROLWHM, Cq-ROLGHM,
Cq-ROLWGHM operators and discuss their properties in detailed, where s, .

4.1. Complex q-Rung Orthopair Linguistic Heronian Mean (Cg-Rolhm) Operators
Definition 15. Let P, = (891, (tiei2”mi,f,»ei2”mt)) ,(i=1,2,..,n) be a family of Cq-ROLNS, then the Cq — ROLHM®' is defined:
Cq - ROLHM*' : &" — &by

1

2 n n +t
Cq - ROLHMS’[ (PI’PZ’ 3} Pn) = <m Zi:l Z:]':I PfP;> ’ (24)

where £” denotes the family of all Cq-ROLNSs.
According to the operational laws of Cq-ROLNS, we can get the following results.
Theorem 1. Let P, = (89{, (tiea”w‘i 2™ )) ,(i=1,2,...,n) be a family of Cq-ROLNs, we can get

Cq - ROLHM®! (Py, P, .., P,) = (25)
S 1,
2 n n t\ s+t
(n(n+1) Zi=1 j=19"sef>
1
1 2 qs+t)
0 n s n(++1) g+ 27 1-TT, H}.”zl(l_ng%fa) n(n+1)
1_HH(1_tlt]) e N
i=1j=I
1
1)
. (Zil) s+t
. n n s n(n
1y, 2 1-TI, H}.:I(l-(l-wg) (1- f]) )
n on " q ¢ _n(nz-?—l) s+t
1- 1—1‘[1_1‘[I<1—(1—f,.) (1—@)) e
= J:

Proof: Using the Definition 12, we get
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1
e o)) e
]_ O e gy S )
then
; !
L Zina P = | S5t 3g, 0 (1- I (I (1)) )7 2 TR W‘qqu»)q, ,

I, 1, (1- (1—f?)s(1—f?)t>eiZ”HLlHLf(l‘(l‘Wf‘?) (1-9))

1
1 _2 \q
b o o) |
e

)

(o (1, 1z (- )) ™)

(T1% T, (1 (1 (1)) ) 0 (T T () ) )

2 n n sat?
T Zim1 Zj=1 816 2

So, we obtained

1
Cq - ROLHM®! (Py,P,,..,P,) =
q (P1, P, ) (n(n+1);; )
S .
t\ s+t
<n(n+1) Zz IZ] , s >
1
— (s+1)
TT 419 n(n+1) a(s+0 ’2”[1 T, I (1 Wi, q)n(n+1)]q5
1- (1 tst ) . |
i=1j=;
1
1)
29 \ott

1
1\~ 271

n o n i s+t
(- -y )™ )
i=1 j=i

LTI, T (1—<I—W{§)S(1,Wg)[) n(n+1)

Further, we discuss the properties of Cq-ROLNS as follows.

Theorem 2. (Monotonicity) Let P; = (Sg., (t,e*™",§,e?™™)) and P = <89{, (t;eimw{i’ ffeiznwflf )) ,(i=1,2,...,n) be two families of
Cq-ROLNs, if P; < P} & 6, < 0/, t; < t{, W, < W and f; <fi, W, < W foralli=1,2,...,n. Then

Cq- ROLHM®! (Py, P,, .., P,)<Cq- ROLHM®! (Py, P5, .., P,)
Proof: Since P; < P} © 6, <6/, t; <t[, W, < W] andf; > fi, W}, > W and P; < P]f &0, <6/t <t W, < wtj and f; > fj, W > Wé
foralli=1,2,..,nandj =1i,i+ 1,..,n. Then it is clear that for linguistic number
1 1
) non . s+t Vet
N S
n(n+1) Z Z 6 ej < n(n+1) Z Z 6; 6

i=1 j=i i=1 j=i

Nest we will check the real-valued membership grade such that t; <t;, W}, < W} andt; <t} W, < Wt;, then
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1
- 1
BT < a5 1 90 > 1 -t > (1 - tfqtjq)”(”“) > (1 - t]at]'a) 7D

n n 2 n n 1
sq, tq \ n(n+1) rsarl _—
=> H (l—t,» t; ) > (l_tiSQtjtq)n(n+l)
i=1 j=i i=1 j=1
1 1
n n 2 (_ n n
==\ 4+ 1 qs+)
sqtq \ n(n+1) Ysarlta\ TS
<1 H(l—t,» t; ) ) < (1_ (1—ti“1t]~ q)n(n+1))
i=1 j=i i=1 j=1
Similarly procedure for imaginary-valued membership grades, we get
1 1
o Gn A4 _n(rfl—l) qls+8) non ﬁ q(s+1)
— —_ /! sqg A0 tq
= (- TITL (1) <(1-TITI (1-memy)
i=1 j=i i=1 j=i
Combined both values, we have
1
1 Ll q(s+1)
A sq4tq ﬁ a2 1T, T <1 Wi q>"("+ !
1-1‘[]‘[(1-“.) e
i=1j=i t
1
q(s+1)
T nn+1
1 o 2 11‘[1}‘[1(1 W, w ) ( )

||’:]=

1:[(1 t""t”")n(n+1) e

Nest we will describe the real-valued non-membership grade such that f; > f/, W, > 1/\76 and f; > fJ’ , M%j > 1/\76 . Then

i =i s (1-1) (1-1) = (1-F9)° (1-f/9)’

29 2q

= (1 -(1-f) (1 -ff)t)m < (1— (1-f4) (1-fij)‘>m

n_n 29 n 2q

=

= TITI (- (-1 (-1)) ™ < (1-(-f) (1= )™
i=1 j=i i=1 j=i
n n 2q noon 29
= 1-TITT(1- (-5 (-§))™ P 2 1- (1- (=g (1)) ™D
i=1 j=i i=1 j=i
L 1
non _24 N\ ot noon 2q o
:(1—HH(1—(l—f?)s(l—f?)t)“”*“) 2(1— (1- (-7 (- ))"“”“)
i=1 j=i i=1 j=i
- 1

nn 24\ s+t n o 2\
== (T -y -0) ™7 ) s (1T (- - o)™ )

i=1 j=i

I

—
-

1]
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(1-(

N <1
i=1 j=i

2q

ooy )

1

1

— |4
)s+t

n

(1

IA

Similarly procedure for imaginary-valued non-membership grades, we get

Combined both values, we have

n n

(T

1

2q

(1w () )™

1 f, 1 fq))n(n+1)

S

1
s+t

1
1\- 271

— 14
>s+t

LT

2q
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1
_2q

(1 f/q) > n(n+1)

(1

1 j=i

I (1) (o) ) D

So by combining the values of complex-valued membership and complex-valued non-membership grades, then we get

N

n n

(

i=1 j=i

(-

1n(

1j=i

m:

S 1

2 " . S
<m Zi:1 iji Qi/59jft> +t

<1

non 2

H (1-tsat]u) n(n+1)
i=1 j=i

IA

X

:]:

i=1

j=i

1- H H <1 _ t:qt]tq) n(n+1)

1,

2 n n sqt ;
(n(n+1) Zi=1 Zj:ieiej)

1
2

El

) (=)’ )

q(s+t) i27
e

(1- (=) (1-5)) "0

n

27| 1-

)q(s+t) . i=1 j=i

_29
n(n+1)

[1 TI, IO (1w

2

1
1\~ 271~

— |4
s+t
4

2q

n

n n

1 27 1- I—HH

1 =i

— |4
s+t
e

n(n+1)

1TT

1
] q(s+1)

s

S =

2q

)’)m

I (- () (0

1

2 q(s+1)

H( m{sqm’.tq)n(l’l+1)
i i

2q

(R ) R
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1

1
2 n n t s_+t 2 n g s+t
<n(n+1) Zi:l Z]:i Pjp]) = ( n(n+1) Zi 1 z Q )

i.e, Cq - ROLHMS' (P, P,, .., P,) < Cq - ROLHM' (Q1, Qs .., Q,)

Hence proved the result.

1477

Theorem 3. (Idempotency) Let P; = (Sg,, (1", ™)), (i = 1,2, ..., n) be a family of Cg-ROLNs, if P, = P for all i = 1,2,...,n

Then

Cq - ROLHM™! (Py, P,, .., P,) = P
Proof: If P, = P, foralli = 1,2, ..., n, then

Cq - ROLHM®*! (Py, P,, .., P,) =
S 1,

<n(n+1) Z, 12] i >S+t

1

q(s+1)
non ; % q(s+t) 127‘[[1 HY 1H (1 -qu vl)n(n+l)]
1—HH<1_tl§qtjq>n(n ) . |

i=1 j=i

1

1
1\~ 271
q

I T (100 (1]

n o n i s+t
—(1—HH<1—(1—T?)S (1_f;1)f>n(n+l)> e
i=1j=i

S 1,
2 n n s+t
<m Diier 2 659')
. <s1+t>
. 2 gls+0) 1271.[1 - H (1 W, q)n(n+1)]q
1- HH( tsqttq)n(i’l+1) e ,

i=1 j=i

1
1\~ i277) 1-
q

non 2q s+t
- (1 ST -a-pra -fq)f)n<n+1>> e

i=1 j=i

_2q

)‘) n(n+1)

L, T (- (1) (1) ) D
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8 1,

(esez) s+t
1 1

(t5t) G0 @27OMD (0

1
1 s t s_
(1= @ -fy) s+ (-0 () )
1
= (ngt) s+t
1
= (p5+f)s_+z =p

Hence proved the result.

Theorem 4. (Boundedness) The Cq-ROLHM operator lies between the max and min operators

min (Py, Py, .., P,) < Cq - ROLHM*! (P1, Py, .., P,) < max(Py,P,,..,P,)
Proof: When, we consider a = min (Py, P,,..,P,) and b = max (Py, P,, .., P,), then using the result of monotonicity, we have
min (a, a, a, ..,a) < Cq - ROLHM®>' (Py, P, .., P,) < max(b,b, b, .., b)
Moreover, min (a, a, a, ..,a) = a and max (b, b, b, .., b) = b, then
a < Cq- ROLHM*! (Py,P,,.,P,) <b
That is
min (P1, Py, .., P,) < Cq - ROLHM>! (P1, P,, ., P,) < max (P, P, .., P,)

Hence completed the result.

4.2. Special Cases

In this sub-section, the particular cases of Cq-ROLHM operator is discuss about the parameters s and t.

1. Whent — 0, we have

Cq - ROLHM*° (P, P,, .., P,) =

S 1,
2 n n st \ s+t
(n(n+1) Zi=1 Zj:i o ej)
1
1 _ 2 \g(s+D
n.on _ 2\ g0 27| 1-IT, Hf‘_l(l,ququ>ﬂ(ﬂ+1)
sq,tq '\ n(n+1) =UE B
1-T1 1-t't; e ,
lim i=1j=i
t—0

1
i s+t

1 ; 27| 14| 1-TT, H;=1(1’(1’Wf)s(l—mf>t> D)

2q

i=1 j=i

1

| -
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N
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1,

(e i, 0r+1-080)°

n
=
i=1

1- 1-<f[

i=1

2

(1- t?q)(n+1i)> n(n+1)

1

2

q
(n+1-0D\ n(n+1)
s
(1-a-1)""")

27 1—<H:'=1(1—

-
- 14
s

e

W

i

2

—Z 19
>(n+1—i)> n(n+1)

1

S

27| 1 1—[Hf=1 (1-(1-147;3)

5) (n+1i)] n(n+1)

2q

1
s

= =

and it is called q-rung orthopair linguistic generalized linear descending weighted mean (q-ROLGLDWM) operator.

When s — 0, then

Cq - ROLHM®%! (P, P,, .., P,) =
S 1,

2 n n st ;f
<”(”+1) Zi=1 Zj:l 61- 9]>

1
_1 n . _2_ q(s+1)
non o ﬁ qs+n 127 1_H1 q(l_uiamje>n(n+1)
nin i=1j=
I () e U ,
lim i=1j=1
s—=0
1 non s
. 1y, 2 1-i1=‘[1j1=‘[1(1-(1_u7fqi> (1_wg
n o n 0\ 0t _n(n-rli—l) s+t
1- 1_1—[1.1(1_(1_71‘)(1‘@)> e
= ]:

8

| =

s

2 AN
(n<n+1) Zi:l lei)

2

(i

i\ n(n+l)
(=)™ e

1
qt i27T]

2q

(1-a-m))"

i=1

1
- i27]1- 1-< (1-(1-w{7
~)4q i=1 !

t

e

1

n 2
1—(1_[(1—747,?)1) n(n+1)]

)

=

2q

)

)')W

1
g
t

2q

=
1~
*

and it is called q-rung orthopair linguistic generalized linear ascending weighted mean (q-ROLGLAWM) operator.

S | =

1479
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3. Whens=1t=1,then

Cq - ROLHMY (P, P, .., P,) =

8 1,
<n(n+1) Zl 12] 1 l J )
1
1 2\
n o 2 24 127'[[1 T, TIZ 1(1 tImj)n(nﬂ)]
1-TTIT (1 -tft]) ne+D) e ,
i=1j=1
1
~
L 29 \2 a
- n ! 1\ n(n+1)
2 ) 27 1- 171‘11.:11‘[].:1(17(1—14{) (1-mt) )n n
q)1 q\ 1\ n(n+1)
( (-6 o) )
is called q-rung orthopair linguistic line Heronian mean (q-ROLLHM) operator.
4. When g = 2, then
Cq - ROLHM®>' (P, P,,..,P,) =
S 1,
t s+t
<n(n+1) Zl— Z =1 fe})
1
n on 2(s+t)
2 m . 71'[11_[ H(l WZsW2t>n(n+l)]
n n 2512t\ oI S i=1j=1
<1 -1l Hj=1 (1 -ty t) oy ) ‘ ’
1
1)z
) o ST ‘:_1) s+t
- n n s nn
, 13 27| T, Hj=1(1—(l—wﬁ> (1-ijz,) )
n n _ s+t
—(1—HH<1—(1—f,-2)5(1—fj2)t>n(n+1)> e
i=1j=1

is called pythagorean linguistic Heromian mean (PLHM) operator.
5. When g =1, then
Cq - ROLHM®' (Py, P,, ., P,) =

S 1,

<n(n+1) Zl ) Z] . 65 t> s+t
1

2 ] (s+1)

1 R
n 2 (1) i27T[1—HI.“=1 1‘[}’7:1 (1‘7@ Wé) n(n+1)

(1—ﬁH(1 tit )n<n+1>> e )

i=1j=1

SRR BB H;:1<1_(1_%>5<1_m})z>m

( HH( (1_fi1)5(1—fj1)t>m>5+t e

i=1j=1

is called intuitionistic linguistic Heromian mean (ILHM) operator.
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4.3. Complex q-Rung Orthopair Linguistic Weighted Heronian Mean (Cg-Rolwhm) Operators

Last sub-section, we proposed the Cq-ROFHM operator without weight vectors. Therefore, we propose the weighted form of Cq-ROFHM
called Cq-ROFWHM operator. Further, w = (w7, @,, .., w,)’ represented the weight vectors with Zfl_l w;, = 1.

Definition 16. Let P, = (891,, (tiei2”mi,fiei2”mi)) ,i = 1,2,..,n be a family of Cq-ROLNS, then the Cq - ROLWHM®' is defined:
Cq - ROLWHM>' : " — £ by

1

2 t\ s+t
Cq - ROLWHM® (P, Py, ., P,) = (m S D P () ) S (26)

where " is denoted the family of all Cq-ROLNS.
According to the operational laws of Cq-ROLNS, we can get the following result.

Theorem 5. Let P; = (59,» (tiei2”m:‘ , e )) ,(i=1,2,...,n) be a family of Cg-ROLNs. According the Definition 16 and the operational
laws of Cq-ROLNs, we have

Cq - ROLWHM®! (P, P,, .., P,) = (27)
S 1

2 n n s L\ s+t
<”(“+1) Zi=l Zj:l (nwiei) (nw]e]) )
1- q(s+1)

- 2 2t
CEH] (- o)™ (1 gy

>

1- q(s+1)
2t
27| 1-TT, T, 2 ;)\ 7Grt1)
-y (- o))
e >
1
1)
1 ot % s+t
- n n ia\* nwiq n(n
Ly e (o )
24 \s+t
non g\ P\ n(n+1)
1- 1—1‘[1‘[<1—(1—f?°"‘7)5<1—ff°’”>) e
i=1j=1

Proof: Similar to Theorem 1.
Further, we explore some properties of Cq-ROLNS as follows:

Theorem 6. (Monotonicity) Let P; = (83[, (tiei2”mi,fiei2”mf)) and Q; = (891, (tiei2”mi,f,~ei2”u7fz)) ,(i=1,2,...,n) be two families of
Cq-ROLNs, if P; £ Q, foralli = 1,2, ...,n. Then

Cq - ROLWHM?! (Py, P,, .., P,) < Cq - ROLWHM*' (Q1, Q3, .., Q,)

Proof: Similar to Theorem 2.
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Theorem 7. (Idempotency) Let P; = (891, (tieiZHMi,fieiZ”mi)) ,(i=1,2,...,n) be a family of Cg-ROLNs, if P; = P foralli = 1,2, ..., n.
Then

Cq - ROLWHM? (Py, P, ..,P,) = P

Proof: Similar to Theorem 3.

Theorem 8. (Boundedness) The Cq-ROLWHM operator lies between the max and min operators

min (Py, Py, .., P,,) < Cq - ROLWHM®! (P, Py, .., P,) < max (P, P, .., P,)

Proof: Similar to Theorem 3.

4.4. Complex g-Rung Orthopair Linguistic Geometric Heronian Mean
(Cq-Rolghm) Operators

Definition 17. Let P; = (Sei, (tiea”mi,fieimwff)) ,i = 1,2,...,n be a family of Cq-ROLNS, then the Cq - ROLGHM®' is defined:
Cq- ROLGHM™ : & — £ by

n

1 _2
Cq - ROLGHM*! (P, P, ..,P,) = (— I1 (sP; +tP;) n<n+1>) (28)

X

SHLiT s
where " is denoted the family of all Cq-ROLNS.
According to the operational laws of Cq-ROLNS, we can get the following result.
Theorem 9. Let P; = (Sg,, (tieiZ”mi , e M )),(@i=1,2,...,n) be a family of Cg-ROLNS, we can get

Cq - ROLGHM*! (Py, P,,..,P,) = (29)
S 1 n n 2 4
— JI1] (6 +6) "D
s+t i=1 j=1
1
1)q
1 - : ot |
i IR 1-Hi=11‘[j=1<1-(1-w{j) (1-n1) )
4q s+t
1—(1-Hf=11‘[j”=1 (1—(1—t?)5(1—tf)t>"("+1)> e :

1

1 . ., _— % q(s+10)
qs+n 27 1-TT;y Hj=1<1'wfsi W )n(n )
e

2
n n $q «tq m
(1_]:[,:1 Hj=1 <1_fi j ) >

Proof: Similar to Theorem 1.
Further, we discuss some properties of Cq-ROLNS as follows:

Theorem 10. (Monotonicity) Let P; = (S@i, (tiei2”mi,fiei2”mi)) and Q; = (89{, (tieiZ”mi, fieiZ”mi)) ,(i=1,2,...,n) be two families of
Cq-ROLNs, if P; < Q; foralli = 1,2, ...,n. Then

Cq - ROLGHM®' (Py, P,, .., P,) < Cq - ROLGHM™' (Qy, Q3, .., Q,))

Proof: Similar to Theorem 2.
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Theorem 11. (Idempotency) Let P; = (89 (t 2700, § .2 )) (i=1,2,..,
Then

Cq - ROLGHM®' (P, P,,..,P,) = P

Proof: Similar to Theorem 3.

Theorem 12. (Boundedness) The Cq-ROLWHM operator lies between the max and min operators

min (P1, P, .., P,) £ Cq - ROLGHM®' (P, P,, .., P,) < max(Py, P, .., P,)

Proof: Similar to Theorem 4.

4.5. Special Cases

In this sub-section, the particular cases of Cq-ROLGHM operator is discussed based on the parameters s and t.

1. Whent — 0, then

Cq - ROLGHM*® (P, P,,..,P,) =
8

i=1 j=

SHHH (s6; + 16;) n<n+1>]

1 I eaifir, H;‘zl(l—(l—m‘f)s(l—hﬂ

lim n o n 2q s+t
t—0 (1 HH< (1_t?)s (l_tjg) )n(n+l)) e
i=1j=1
1
1 . . Ll q(s+t)
( H H (1 £ ﬂ) n(n2+1>)q(s+t) B Hj:l(l_uéq%q) D
e
i=1j=1
S 2 )

1 n ) n(n+1)

- H (Sei)n+l—z

N =i

, 1 ; 27| 1-) 1- <H} 1(1 <1_Wg)5>"+17,‘>n(

= —_ | st

; s\ 1=\ wrD |
1- 1-<Hj:1(1—(1-t?)) ) e
1

N 70 %I—l) q(s+10)
-1\ n(n
1- (Hj 1(1 Wf‘?) )

1

q(s+t) 277!

2
n i n(n+1)
(e-er) ™)
j=

is called q-rung orthopair linguistic generalized geometric linear descending weighted mean (q-ROLGGLDWM) operator.

1
Zq s+t

)‘) n(n+1)

B

1
2 s+t

n+1)

n) be a family of Cq-ROLNs, if P; = P for all i = 1,2, ...
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2. Whent — 0, then
Cq - ROLGHM®* (Py, P, ..,P,) =
8 1 noon 2 ’
—— [T TT (6 +16) 03D
i=1 j=1
L
1 s ; % s+t
1\; 27| 1-[1-TT, 1‘[}?‘=1<17(1—M{j) (LW{D ) n(n
lim n o , 2q +t
s—=0 1- I_HH(l_(l_t?)s(l_tjq))n(n+1) e
i=1j=1
1
. 1 ( - tq)ﬁ q(s+1)
27| 1-TT, T, (1-wIw
nr tq'\ n(n+1) als+n) ! i=120=1 fi 7
(it o))
i=1j=1
8 2 )
1 n ; n(n+1)
(11e)
j=1
1
La
2 t
1 n\ H\ n(n+1)
1y, 271 1-<1‘[;“=1(1-(1-m‘j) ) >
= 2 _\7
n i\ n(n+1)
1- 1—< (1—(1-t;’)t)) e :
i=1
L
1 =2 )a®
2 _ _ n ) rntD)
" i\ n(n+1) a0 271 (H’:l(l W )> ]
- (1 (-5 :
i=1
is called q-rung orthopair linguistic generalized geometric linear ascending weighted mean (-ROLGGLAWM) operator.
3. Whens=t=1,then

Cq - ROLGHM"Y! (P,, P,,..,P,) =

8 n n
111

i=1 j=1

1

2 9
s+t (s6: + 16)) ”(”“)]

1

(1—ﬁﬁ(1-f?ff)ﬁ

i=1j=1

Z_q 27T
e

is called q-rung orthopair linguistic geometric line Heronian mean (q-ROLGLHM) operator.

(1 ~(1-t) (1~ tf)l)"wﬂ)

2q

);

J

1
~ 27| 1
q

2

[11’[,-":1 I, (Lwrfng) "D

1

]Zq

J

2q

17H[n:1 H]'»;l (17(17%)1@7%{3)1) ot D

NI =

S =
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4. When g = 2, then

Cq - ROLGHM>! (Py,P,, .., P,) =

S
SHHH (6, + 16)) n<n+1>]

i=1 j=

1
1)2

1 : ! % o
; 2 2 |
1Ny 21T, H;;l(l—(l—mi) (1-n2) )

(I (- g ) ,

1

e ﬁ 2(s+t)
n n
LTI, T, (1w )

1
—2_\ 26+ i27T[
(1T T, - 5 )7

is called pythagorean linguistic geometric Heromian mean (PLGHM) operator.

5. When g = 1, then

Cq - ROLGHM>! (Py, P, ..,P,) =

8
SHHH (s6; +16;) n<n+1>]

i=1 j=

29 )+t

I (- (o (o))

. , il s+t
(T TT, (- (=) (1-4h) )™ ) e :

1

1\ 27| 1-

= _|(
171—[:' IH” 1<171,st mf)n(?l+1)

1 2 G+
2 4D i271] i=1 1= W
(1-TI T, (- )

is called intuitionistic linguistic geometric Heronian mean (ILGHM) operator.

4.6. Complex g-Rung Orthopair Linguistic Weighted Geometric Heronian Mean
(Cq-Rolwghm) Operators

Last sub-section, we proposed the Cq-ROLGHM operator without weight vectors. Therefore, we will propose the weighted form of the
Cq-ROLGHM called Cq-ROLWGHM operator. Further, & = (w;, ®,, ..,,)’ represented the weight vectors with Zn @i = 1.
i=

Definition 18. Let P; = (89i, (tieiZ”mi, fieiZ”mi)) ,(i = 1,2,...,n) be a family of Cq-ROLNS, then the Cg - ROLWGHM?®' is defined:
Cq - ROLWGHM®*' : &" — £ by

n

i=1 j=i

Cq - ROLWGHM®! (Py,P,,..,P,) = (s —

f[(gp - tP )”(”i”> (30)

where " is denoted the family of all Cg-ROLNS.

According to the operational laws of Cq-ROLNS, we can get the following result.
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Theorem 13. Let P, = (89{, (tieiznmf , fe2™ M )) ,(i=1,2,...,n) be a family of Cg-ROLNs. Then we have
Cq-

S
s+t H H <59nw’ + 18] ) "<n+1>]

ROLWGHM®! (Py,P,,..,P,) =

i=1 j=

_2q9
L I (1 () (1) ) D

1
; i277( 1]

1
24\t

<1 ~ (1Y’ (1 t"‘”ﬂ) )”“*” e

1-]1- HH

(1-<1-<1-f?>”"”')5(1—<1—n-q>”"”>t)ﬁ :

Proof: Similar to Theorem 1.

Example 5

0.97ei27'[(0.97)
0.2261271(022)

0.026i2ﬂ(0'01)

We consider the four Cq-ROLNs P; = (84.6, < 0.12£1271025)

and P4 = <82_00, <

)= (o

0 9661277:(095)
' ’> >, and suppose the parameters g = 5,5 = t = 1, n = 4, then we have

0.2161277:(020)

A=Cq- ROLWGHM®! (P, Ps,..,P,) =
S s
nw; n(n+1)
S+tHH<s9 +t6 ) ]
i=1 j=1
1 _29_
ERVEZAIS -1, H;;l(l—(l_m’;wiq) (1 an)q) )n(n+1)
s+t

2q

< - (-4 (1- t"“’”)>"("+1) e

1-|1-TT1

i=1j=

11111

i=1j=
0.99@127[(099)

= <52.415’ ( 0.009 ean(o.oos)))

When we use the definition of score function, we get

S(A) =239

(1 eomy ooy

Further, we discuss some properties of Cq-ROLNSs as follows:

]

;

ﬁ 271 1—H;’=1H;;l<1—<17<17M7€)nw,‘)5(17(144]5)nwj>1>n(n+1)

1
+

J)om = (e

1
s+t

B

2

@ 271 171‘[;;11‘[}’?:1<17<17(1,Wg)"°’1>5(17(17M€.>m >t>n(n+1)

1
2 q(s+1)
O.95€i2”(0'98)

O.20€i2”(0'13)

1
q(s+1)

(31)

)
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Theorem 14. (Monotonicity) Let P; = (Se,, (t,e™ ", §,”™)) and Q, = (Sg,, (1™, §,e?™™)) , (i = 1,2,..., n) be two families of
Cq-ROLNs, if P; < Q; foralli = 1,2, ...,n. Then

Cq - ROLWGHM®! (P, P,, .., P,) < Cq - ROLWGHM"' (Q1, Qs, .., Q,)

Proof: Similar to Theorem 2.

Theorem 15. (Idempotency) Let P; = (Sg,, (t;e 27, §,e 2 )) (i =1,2,...,n) be a family of Cg-ROLNs, if P; = P forall i = 1,2,...,n.
Then

Cq - ROLWGHM®' (Py,P,,..,P,) = P

Proof: Similar to Theorem 3.

Theorem 16. (Boundedness) The Cq-ROLWGHM operator lies between the max and min operators

min (Py, P, .., P,) < Cq - ROLWGHM®' (P, P,, .., P,) < max(Py,P,, .., P,)

Proof: Similar to Theorem 4.

5. ANEW MULTI-ATTRIBUTE GROUP DECISION-MAKING (MAGDM) METHOD

In this section, we would propose a new decision-making method with complex g-rung orthopair linguistic information. Consider

the set of alternatives and the set of attributes with respect to weight vectors, i.e, X = {xq,xp,..,x,,} issetof alternatives, ¥ =

91,52, .oy} issetofattributes,andw = (w;, w,, .., w,)" isthe weight vector of the attributes such that Zn (@ = 1. Suppose decision
=

makers are D = {Dy,D,,..,D } and decision maker Dy gives the evaluation value of attribute y;for alternative x,; which is expressed

by Cq-ROLN is PZ = (Sk <tk 2, fk o, i > ) and the complex q-rung orthopair linguistic decision matrices is represented by

Ak = (Pg) . Then we will use two different operators to solve this problem. The procedure of the MAGDM is shown as follows:
mXn

1. Construct the decision matrices, it is necessary to consider two kinds of attribute like cost and benefits. The decision matrices is

obtained by
<8k (tk 1277.'Wk fk !271'1/\7‘ > > y] c Il
Pk = (32)

ij 1. 1
< <fk 27rW" tk 27rW, )) yeh

The symbol I; and I, represent the benefits and cost attributes.
2. Use the Cq-ROLWHM operator

- Cq- ROLWHM”(Pl PZ,.,PZ)

Or the Cq-ROLWHM operator

P; = Cq - ROLWGHM (L, P2, .. P} )
ymy y

To aggregate the decision matrices AF = (P:‘) into a single matrix A = (P,])
mxn

mxn
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3. Use the Cq-ROLWHM operator
P; = Cq - ROLWHM™' (Pyy, Py, ., P;,)
Or the Cq-ROLWHM operator

P; = Cq - ROLWGHM?®' (P, P, .., P;y)

To aggregate the decision matrices AF = (PZ) into a single value Cq-ROLN.
mxn

4. Calculate the score function and accuracy function of Cq-ROLNs.
5. Rank to all Cq-ROLNs and choose the best alternative.
6. End

Example 6

In this sub-section, we adopted a numerical example from [29] to show the application of the proposed method. The saving enterprise wants
to invest its share with another enterprise. After search, there are four possible enterprises in the list of applicants which are

1. A;:Car enterprise.

2. A,: Computer enterprise.

3. Ajs: TV enterprise.
4

Ay4: Food enterprise.
The decision experts (D1, D,, and D3) are invited to examine the candidates with respect attributes which are

1. Cj:Risk analysis.
C,: Growth analysis.

Cs: Social-political impact analysis.

Ll

Cy4: Environmental impact analysis.
Suppose the weight vector for attributes is w = {0.34,0.32,0.11, 0.23}T and the weight vector for decision experts is O = {0.45, 0.35, O.ZO}T.

The decision experts adopt linguistic term set: S = {S, = very poor, S| = poor, S, = slightly poor, S; = fair, S4 = slightly good, S5 = good, S =
very good} to give the evaluation information shown in Tables 1-3.

5.1. Decision-Making Process

The steps of this decision-making problem are given as

1. The four attributes are all benefits types, so we cannot normalize the decision matrix.

Table1 Complex q-rung orthopair linguistic decision matrix R! byD,

Data Analysis C

0.26271(0.6) 05 e127'[(0 7, 0.7 61271'(0 5), 0.4 6127'[(0 7.

Ay <55’ O.Sei27r(0.3)’ >> < ( 0.45¢1277(0. 3) > < 026127100 2 > <56» < 0.45027(02) >>
0.3¢271(0.5) 0.55¢27(0.45). 0.34¢27(0.54) 0.3¢27(045),

A2 (33’ < 0.7ei27r(0‘4)’ >> <S6’ ( 0.35¢271(0.55) >> <34’ ( 0.66/27(0.4) >> <35’ ( 0.66¢/27(0-5) ))
0.1¢277(0.2) 0.45027(06), 0.22627(053) 0.1627(0.6),

A3 (33’ 0.881‘271'(0.6)’ >> 81 ( 0.50271(03) > < 0.5661277(0.45) > <34’ < 0.9¢27(0.3) >>
0.4¢27(0.6) 0.34027(0.6), 0.1627(0.56), 0.4¢2706)

Ag <32’ 0.56127[(0.3), >> < 0.50277(0.4) > <51’ < 0.77£i271(034) >> <33’ < 0.50277(03) ))
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2. We will consider the Cq-ROLWHM operator

P, = Cq - ROLWHM"" (Pl P,.. P‘j)

To aggregate the decision matrices AF = (P:‘) into a single matrix A = (P,J) 5 which is shown in Table 4 for g = 3.
mxn mxn
3. We use the Cq-ROLWGHM operator
P, = Cq - ROLWGHM*! (P,1, P, .., P;,)

To aggregate the decision matrix (in Table 4) and get the comprehensive value of four alternatives which is listed in Table 5.
4. Calculate the score functions of four alternatives which is listed in Table 6.

5. Rankall Cq-ROLNs and choose the best alternative.
Ay 2 Ay 2 Ay 2 A3
So, A; is the best alternative.

6. End.

Table2 Complex q-rung orthopair linguistic decision matrix R? by D,

0.1231'271'(0.58)

0.3€i2ﬂ(0'4)
0.6@1271(0'3)

Data Analysis C C; Cy
0.162707). 0.55 elzmo ) 0.7201270(0.52) 0.3¢1271(0-4)
Ap <54’ 0.1£270. 2 > (56’ < 0.44i27(0.29) >) <86’ ( 0.18¢127(0.4) ’ >> (32’ < 072710 2 ))
0.55¢27(0.45) 0.53¢27(0.46), 0.46¢27(057) 0.5¢i277(0.3)
A <56’ ( 0.42¢/271(0.5) >) (34» < 0.34i271(0.54) >> <35’ ( 0.3431‘27«0‘44)’ >> (54, < 0.4561'2”(0‘5’) >>
0.45027(0.6), 0.46¢27(062) 0.444i271(0.54) 0.2¢270.1)
A3 <34’ ( 0.34¢/27(0.4) > (51’ < 0.49,/27(0.29) >> (34’ < 0.5401277(0.45) >> S4, < 0.6£27(0:3) ))

0.34¢ i277(0.6) 0.35¢ i277(0.61)

Table 3 Complex q-rung orthopair linguistic decision matrix R3 by D3

Data Analysis Cs

0. 2@127[(0 7) 0. 36127'[(0 4) 076127[(05)
A1 S50\ o, 450 27(0.3) 55\ 0. 7 27(02) 0.2¢27(0.4)

Az 865 o S6s Sa| ’
0. 3561 7(0. 55) 0. 456127[(0 5) 0.66127[(0'5) 0. 3461271'(0 44)
81 ) 845 ’

05 61277'(0 3) 06 ezZT[(O 3) 0.56¢1277(0.45) S6:\ 054 8127'[(0 45)
Ag S6:{ o5 ei27'[(044) Sl 6 eiZn’(O.3) S\ .77,27(0.34) 815

Table4 Complex q-rung orthopair linguistic decision matrix after using the Cq-ROLWHM operator

0.72 ezzmo 52),

S50\ 0. 18 27(0.4)

83,

074 e127T(0 13)

Data Analysis C;
0.01¢1277(0.03),
823, ¢ i 82.4,
0.02¢27(0.01)
8235 127(0.25
0.12¢/27(0-25)
A3 83500 (34 ei27‘r(0.15) $0.995| (55 ei27r(0.06)

Ag 8385\ (15 ei27‘[(0.09) 8195\ () 55,i27(0.09)

0.86 61271'(0 99).
Ay $4.6: | 10e27100. 03)

0.97¢270.97)
84.65

097 61271'(0 97),

> g 0.96¢277(0.95) ;;
0.21¢127(0:20)
0.89¢271(094)

> <32 08> < 0. 53 i277(0.08) >>

0. 3761272'(0 04)

0.95 eiZﬂ'(O 98).

()
) (- <°2‘” )

Az 0.22627100. 22)

0 546127'[(0 033)
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Table 5 The comprehensive value of four alternatives

Data Analysis Cq - ROLN;

0.99i277(0.99)
41 $3.06>| () 027,1277(0.09)

0.9981271(099)

Az 8295, ( 0.06¢/27(0.06) )

A3 <82.21’ < 0.186127[(002)
0.99¢i27(0.99)

Ag 8245 () 16,i27(0.006)

Table 6 The score function for four alternatives

Cq - ROLN; Score Function Ranking
Ay S(A1) =3.02 first
Ay S(Ay) =276 second
Az S(A3) =1.99 fourth
Ay S(A4) =216 thrid

Table 7 Validation test

Methods

Score Function

Ranking

CIFPA operator proposed
by Rani and Garg [35]

CIFWA operator proposed
by Garg and Rani [33]

WDM for PYFES proposed
by Ullah et al. [36]

Method based on Cq-ROLS

S(A1) = 0.75,8 (A3) = 0.73,
S(A3) = 0.64,8(A4) = 0.67
S(A1) =1.99,8(A;) = 1.98,
S(A3) =1.94,8(A4) =195
(A 0.56, S (A3) = 0.093,

=4.86,5(A;) = 3.6,

Al > Ay > Ay > A3z
Al >A2>A4>A3
Al >A2>A4>A3

A1>A2>A4>A3

2.19,8 (A4) = 257

)) 0.089, S (A4) = 0.09
Ay)

3) =

1) =3.6,5(4;) = 3.04,
) =

Method based on Cq-ROLS
in this paper for g = 2

Method based on S(A1) = 2.47, s (Az) = 2.39,
Cq-ROLS in this paper (A ) 1.88,S (A4) =1.99

S

in this paper forqg = 1 S(A
S Ay > Ay > Ay > A3z
S

Al >A2>A4>A3

In order to explain the validity of the proposed method, we use the method for CILS and the method for CPYLS, the ranking results are
listed in Table 7.

The geometrical interpretation of the proposed method with existing methods are discussed in Figure 3.

From Table 7, we can get the same ranking result, it can explain the validity of the proposed method.

6. ADVANTAGES AND COMPARATIVE ANALYSIS

6.1. The Influence of Parameters on Ranking Results

The parameters in the proposed operators play a key role on the final ranking results. By example 6, we assign different values to parameters
sand ¢, and discuss the ranking results which are shown in Table 8.

From Table 8, we can see that although the best choice is the same, the ranking order is different, this can explain the parameters s and ¢ can
affect the ranking results.

In order to show clearly the ranking results, we consider the values of parameters for s = ¢, then the score values of alternatives
A;(i=1,2,3,4) are shown in Figure 4.
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Figure 3 Geometrical interpretation for proposed and existing methods.

Table 8 Ranking results for different values of parameters

Parameters Value Using Score Function Ranking Best Alternative
s> 0,t=1 S(A1) = 30.85,5(A;) = 27.53, A1 > Ay > Ay > Az Aq
S(A3) = 11.54,8(A4) = 14.00
s=1,t=0 S(A1) =21.97,5(A;) = 20.43, A1 > Ay > Ay > Az Aq
S(A3) = 9.49,5(A4) = 11.68
s=1,t=1 S(A1) =3.02,5(4;) = 2.76, A1 > Ay > Ay > Az Aq
S(A3) =1.99,8(A4) = 2.16
s=1,t=05 S(A7) = 5.12,5(4;) = 4.76, A1 > Ay > Ay > A Aq
S(A3) =3.07,5(A4) =3.45
s=1,t=2 S(A1) =1.94,5(4;) = 1.69, Al > Ay > Ay > Az Ay
S(A3) = 1.33,5(A4) = 1.42
s=2,t=3 S(A7) = 1.32,5(4;) = 1.07, A1 > Ay > Ay > Az Aq
S(A3) =0.93,5(44) = 1.03
s=3,t=4 $(41) = 1.12,5(4;) = 0.86, A1 > Ag > Ay > Az Aq
S(A3) = 0.79,5 (A4) = 0.90
s=t=5 S(A1) = 0.98,5(4;) = 0.72, Ay > Ay > Ay > Az Aq
S(A3) = 0.70,S(A4) = 0.81
s=t=6 S(A7) = 0.93,5(A;) = 0.664, A1 > Ag > Ay > Az Aq
S(A3) = 0.660,5(A4) = 0.78
s=t=17 S(A1) = 0.89,5(4;) = 0.628, A1 > Ag > Ay > Az Aq
S(A3) = 0.635,5(A4) = 0.75

6.2. Advantages of the Proposed Cq-ROLS with the Existing CFSs

The HM operators for CILS and CPYLS are also the special cases of our proposed method. The following examples can explain the gener-
alization of the proposed Cq-ROLS.

Example 7

In some practical examples, the CILS cannot described effectively, because the restriction of of CILS is that the sum of membership (for
real part and imaginary part) and non-membership (for real part and imaginary part) are limited to 1. So we considered the complex
Pythagorean linguistic kinds of information, and solved by our proposed methods and then compared with existing methods. The weight
vectors are given by w = {0.34,0.32,0.11, 0.23}". The complex Pythagorean linguistic decision matrix R shown in Table 9.

The aggregation results for different approaches shown in Table 10.

From Table 10, we can get (1) CILS cannot express the information described by CPYLS; (2) the proposed method in this paper can the
same ranking results as method in [33], which can show the effectiveness of the proposed method because the Cq-ROLS is reduced into
CPYFSwheng=2,s=t=>5.
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Example 8
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In this example, we consider the information is expressed by Cq-ROLNs which is listed in Table 11, and the weight vectors is taken from

example 6.

Then the ranking results are listed in Table 12 (forqg = 5,s = t = 1).

From Table 12, we can know the Cq-ROLS is more generalized than existing CFSs, so we easily find that our proposed method is more
superior and more reliable than existing methods.

05|
n _-\'-\-H'-
e
K‘--_
~
-
0.0s F S
~—
0 % "'—-______

008

0.4
015 * "

1 2 3 4 5 & T B B 10

Figure 4 Scores of alternatives for parameters s and ¢

Table 9 Decision matrix for complex Pythagorean linguistic information’s

Data Analysis

0.67¢27091) 0.8¢27(0.66) 0.66¢27(0.78) 50270.7),

Ay <31-34’ < 0.2¢271(0.1) >> <54’ 0.4i27(0.13) >> <53’ < 0.67¢/27(034) ) <32’ < 0.6i277(0.5) ))
0.926270.12), 0.88¢271(089) 0.56¢271(068) 0.6¢27(0:9),

A (51-33’ < 0.1361277(0.5) >> <35’ 0.33¢127(0.3) >> ( < 0.5¢127(0.6) >> <35’ < 0.5¢127(0.12) ))
0.78¢271(093) 0.8¢27(0.78), 0.45¢27(0.67), 0.762708),

A3 <51-27’ ( 0.15¢i277(0.11) )) <33’ 0.236127(0.4) >> 0.76127(0.4) > <54’ ( 0.4271(0.4) >>
927 (091), 0.78¢27(0.67), 72706) 0.56027(0.6),

Ay <51-29’ < 0.26271(0.1) >> (32’ 0.34¢271(0.5) >> <81’ < 0.4¢27(05) )> (53’ < 0.5¢i277(0.6) >>

Table 10 Ranking results for proposed and existing methods to solve Example 7

Methods

Score Function

Ranking

CIFPA operator proposed by
Rani and Garg [35]

CIFWA operator proposed by
Garg and Rani [33]

WDM for CPYFS proposed by
Ullah et al. [36]

Method based on Cq-ROLS in
this paper for g = 2

Method based on Cq-ROLS in
this paper

Cannot be calculated

Cannot be calculated

S(A1) = 0.76,5 (A5) = 0.67,
S(A3) = 0.45,5(A4) = 0.54
S(A1) = 0.60,8 (A;) = 0.75,
S(A3) = 0.66,S (A4) = 0.50
S(A1) = 08,5(A;) = 1.01,
S(A3) = 0.91,5(A4) = 0.64

Cannot be calculated
Cannot be calculated
Al > Ay > Ay > As
Ay > A3 > A1 > Ay

A2>A3 >A1 >A4

cq-ROLS, complex q-rung orthopair linguistic set.
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Example 9

In this example, we consider the information expressed by Pythagorean linguistic sets, which

taken from example 6. The information discussed in this example is taken from [29].
We will convert the Table 13 into Table 14, and we also clear that about ® = 1.

Then the ranking results are listed in Table 15 (forqg = 5,s = t = 1).

From Table 15, we can know the Cq-ROLS is more generalized than existing CPYLS, CILS, q-

1493

is listed in Table 13, and the weight vectors is

ROLS, PYLS, ILS and CFSs, so we easily find

that our proposed method is more superior and more reliable than existing methods. Therefore, the proposed method is more generalized

than existing to cope with uncertain and complicated types of information easily.

6.3. The Qualitative Comparison with the Existing Methods

In this sub-section, we give some comparisons with some existing methods from a qualitative point of view. We compare our method with
the work proposed by Ullah et al. [36] based on the similarity measures for complex PFS, the method proposed by Rani and Garg [35,37]
based on the distance measures and power aggregation operators for CIFS, the method proposed by Garg and Rani [38,33] based on some

Table 11 The decision matrix from Example 8

Data Analysis

0.86¢27(0.99) 0.01¢27(0.03) 0.99¢27(0.99) 0.97¢27(0.97)

Aq <34.6’ < 0.10£1277(0.03) )) < < 0.25¢i277(0.03) > <52 4> < 0.01¢1277(0.09) >> < 2.045 < 0.18¢i271(0.04) >>
0.97¢27(0.97), 0.02¢271001) 0.95¢27(0.98) 0.96¢27(0.95),

A <34,6’ < 0.226i27(022) )) <52 3 ( 0.1261270(0.25) >> <32 05> < 0.20£27(0.13) >> <52 005 < 0.21i277(0.20) >>
0.93¢27(0.97), 0.007¢27(0.006), 0.92627(0.98) 0.89¢27(094)

A3 <53»50’ < 0.34¢127(0.15) >> 80.99; ( 0.25¢i271(0.06) ) <52 155 ( 0.24¢27(0.14) >> (52-0& < 0.53¢i270(0.08) >>
0.95¢27(0:99) 0.005¢/27(0.024) 0.81¢27(0:99), 0.926270.97)

Ag <83.8’ < 0.156/27(0.09) >> (51.9’ < 0.2527(0.09) ' >> ( 113 < 0.54¢i277(0.033) >> (SI.S» ( 0.37£i277(0.04) >>

Table 12 Ranking results from different complex fuzzy sets for Example 8

Methods Score Function

Ranking

Complex intuitionistic fuzzy power Cannot be calculated
averaging (CIFPA) aggregation operator
proposed by Rani and Garg [35]

Complex intuitionistic fuzzy weighted
averaging (CIFWA) operator proposed by
Garg and Rani [33]

Weighted distance measure (WDM) for
complex pythagorean fuzzy set (CPYFS)
proposed by Ullah et al. [36]

Cannot be calculated

Cannot be calculated

Cannot be calculated

Cannot be calculated

Cannot be calculated

Method based on Cq-ROLS in this paper S(Ay) =2.48,5(Ay) = 2.39, A1 > Ay > Ay > Az
S(A3) = 1.88,5(A4) = 1.99
cq-ROLS, complex q-rung orthopair linguistic set.
Table 13 The decision matrix from Example 9
Data Analysis C C, Cy Cy
A 3 0.1820, 3 0.3377, 3 0.4235, 3 0.3067,
1 4.7038> 06711 2.6020> 0.6650 4.1372> 05997 5.0751» 0.5992
A 3 0.3796, 3 0.3515, 3 0.1533, 3 0.4235,
2 4.3333» 0.5992 4.4066> 05672 3.7082> 0.7358 3.4366> 0.5999
A 3 0.2002, 3 0.2396, 3 0.3237, 3 0.2450,
3 3.6013» 0.6686 4.2846> 0.6711 2.6550> 0.6979 4.1372> 0.7011
A 3 0.4084, 3 0.3018, 3 0.2703, 3 0.3199,
4 4.9334> 05621 2.9382> 0.6743 2.9832» 0.6020 3.8820> 0.5710
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Table 14 The decision matrix from Example 9

Data C 1 C2 C3 C4
Analysis

0.3067¢27(0-0)
0.5992¢277(0-0)

(s 22500 )
(83.4366’ ( 3?53332”@-0)’ ))
()
(soon (22057001

0.4235¢277(0-0)
0.5997¢/27(0-0)

0.1533¢/27(0.0),
937082 | () 7358,127(0.0)
< < 0.3237¢27(0.0), >>

0.3377¢/271(00)
0.6650¢/27(0-0)
0.3515¢127(0:0)

<O.5672ei2”(0‘o) >
< 0.2396¢/27(0:0) >

0.1820¢7277(0-0)
0.6711¢27(0-0)

0.3796¢127(0:0),
A 843333, 0.5992¢277(0.0) 84.40665

84.7038» 82.6020> 84.1372> 85.0751>

0.2002¢/27(00)
0.6686¢/277(00)

0.4084¢/277(00),
Ay 84.9334, 0.5621£271(0.0) 82,9382,

Table 15 Ranking results from different complex fuzzy sets for Example 8

0.2450¢277(0.0)
0.7011¢/27(0-0)
0.3199¢/277(0-0)
0.5710¢127(0:0)

83.6013> 8428465 82.65505 84.1372>

0.6979¢1277(0-0)

0.2703¢/277(0.0)
0.6020¢271(0.0)

0.6711¢/27(0.0)

0.3018¢/277(0.0)

0.6743¢1271(00) 538820,

82.9832»

)
)
)
)

Methods Score Function Ranking

CIFPA operator proposed by Cannot be calculated Cannot be calculated
Rani and Garg [35]

CIFWA operator proposed by Cannot be calculated Cannot be calculated
Garg and Rani [33]

WDM for PYLS proposed in [29] S(A7) = 0.9283,5(A,) = 1.09, Ay > Ay > Ay > Az

S(A3) = 0.9210,5(44) = 0.9176

Method based on Cq-ROLS in S(A1) = 0.8472,5(A;) = 0.9982, Ay > A1 > Az > Ay

this paper S(A3) = 0.8356,5 (A4) = 0.8355

cq-ROLS, complex q-rung orthopair linguistic set.

Table 16 Comparison between existing methods and the proposed method

Methods Ability to Generalized Ability to Capture  Ability to Handle  Flexible According Superior
Integrate Operators Based  Information Using Two-dimensional to Decision Characteristic of
Information on t-norm and Complex Numbers Information maker’s the Ideas
t-conorm Preferences
Zhang [39] No Yes No No Yes No
Liu [40] No Yes No No Yes No
Garg and Kumar [34] No Yes No No Yes No
Garg [41] No Yes No No Yes No
Garg and Rani [38,33] Yes Yes Yes Yes Yes No
Ullah et al. [36] Yes Yes Yes Yes Yes No
Rani and Garg [35,37] Yes Yes Yes Yes Yes No
Liet al. [29] No Yes No No Yes No
The proposed Yes Yes Yes Yes Yes No
method forg =1
The proposed Yes Yes Yes Yes Yes No
method for g =2
The proposed Yes Yes Yes Yes Yes Yes

method for g =3

robust correlation coefficient and generalized CIFS and their aggregation operators. The characteristic comparison of the proposed method
with existing works is shown in Table 16.

From Table 16, it is clear that our proposed method is more superior than existing works because the CILS and CPLS are only special cases
of Cq-ROLS, which is the generalization of ILS and PLS.

The idea of Cq-ROFLS is more powerful and more general than existing methods, from the above analysis we have clear, if we take the
values of parameter g = 1, the proposed approach is converted to CIFLS and similarly, if we take the values of parameter g = 2, the
proposed approach is converted to CPFLS. We discussed two numerical examples for existing methods and solved by proposed approach.
The comparison between proposed methods and existing methods are discussed in Table 16, to show the reliability and effectiveness of the
proposed methods. Hence, the introduced methods in this manuscript is more powerful and more general than existing methods.

7. CONCLUSION

The notions of Cq-ROFS and LV are two different tools to describe uncertain and unpredictable information in MAGDM problems.
Motivation of this paper is to propose a new concept, called Cq-ROLS to cope with unreliable and difficult information in real decision
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problems, which takes full benefits of Cq-ROFS and LV. Futher, we generalize the HM operator to Cq-ROLS and propose Cq-ROLHM,
Cq-ROLWHM, Cq-ROLGHM, Cq-ROLWGHM operators and discuss their properties in detail. Moreover, we develop a novel approach to
MAGDM using proposed operators. We also use a numerical example to describe the flexibility and explicitly of the proposed method. In
last, the comparisons between proposed method and existing methods are also discussed in detail.

In the future, we will use the proposed method to solve some real decision problems [42], such as Efficiency evaluation [43], ecological
environment quality assessment [44], supplier selection problems [45], and so on. We can also extend the IFSs [46], interval-valued intu-
itionistic fuzzy sets [47], to their complex types.
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