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A b s t r a c t 

This paper proposes the Multi-World Model as a 
new logical f ramework for semantic interpreta­
t ion of natura l language. The model represents 
worlds as f irst-order axiomatic systems l inked 
through interpretations between worlds, which 
are mappings of theorems between these ax­
iomatic systems. Results of semantic interpre­
tat ion are assumed to be constructed on such a 
mul t i -wor ld structure. 
To understand ambiguous sentences, people 
make assumptions to complement in format ion 
that is unknown to them. If an assumption is 
consistent w i t h in format ion tha t is known to 
them, then they wi l l support that assumption 
and make a unique in terpretat ion of the sen­
tence. When a new sentence comes in whose 
in terpretat ion conflicts w i th a previous inter­
pretat ion, they w i l l consider another assump­
t ion. When the context is f ixed, the whole 
in terpreta t ion wi l l be decided by selecting the 
most, preferable assumptions. 
The Multi-World Model was designed as a for­
mal descript ion of facts, assumptions, back-
ground knowledge, and their relationships. 
Th is paper defines the Multi-World Model and 
presents its appl icat ion to semantic interpreta­
t ion w i th concrete examples. 

1 I n t r o d u c t i o n 
People use background knowledge to in terpret sentences, 
to resolve anaphora, and to check the coherence of a 
text . I f their background knowledge is not sufficient for 
this purpose, then they make assumptions in order to 
understand their meaning. 

Generally, people in terpret sentences by making as­
sumptions based on par t ia l in format ion . The assump-
tions may be inconsistent w i t h each other, and therefore 
the factual in format ion derived f rom the sentences is re­
lated to each of the assumptions separately. 

It is di f f icul t to represent the meaning of sentences by 
logical expressions when assumptions must be taken into 
account. Reiter\s default logic [Reiter, 1980] is one way 
to overcome this problem. The model-theoret ical basis 
of the Multi-World Model is a K r ipke Model [Landman, 

1986], and default reasoning can be expressed by using 
the modal i ty of possibi l i ty. 

Another problem is that semantic interpretat ion 
changes according to the growth of in format ion obtained 
f rom the sentences read. The Multi-World Model can 
treat dynamic in terpretat ion by using assumptions and 
knowledge represented by logical formulae. 

The main ideas in this paper are as follows: 

1. When a sentence is processed, a fact or assumptions 
are derived f rom i t . 

2. Abductive worlds are const i tuted of individual as­
sumptions, and the confronted world is constituted 
of facts. 

3. These worlds are considered as first-order axiomatic 
systems. 

4. A relat ionship between a fact and an assumption is 
defined as a mapping f rom a confronted world to an 
abduct ive wor ld. 

5. When a new sentence is processed, the relation­
ships between worlds wi l l change as the occasion 
demands. 

6. When the whole context is f ixed, contextual refer­
ences and ambiguit ies in the worlds are resolved. 

Semantic in terpretat ion of sentences consists of local 
relationships between facts and assumptions. These re­
lationships are called interpretations between worlds. We 
call this model of worlds and interpretations between 
ivorlds the Multi-World Model. 

In the next section of this paper, we define the Multi-
World Model. 

In the last section, we describe the semantic interpre­
ta t ion of natura l language sentences by the Multi-World 
Model, and give concrete examples. 

2 T h e M u l t i - W o r l d M o d e l 

The Mul t i -Wor ld Model is based on the idea that many 
logical domains are interconnected by mappings from 
formulae in one domain to those in other domains. This 
idea was or iginal ly developed by Deguchi and Oka, who 
called it a Knowledge Network [Deguchi and Oka, to 
appear]. 

We develop a model for semantic interpretat ion based 
on their formal izat ion. 
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2.4 B u i l d i n g a K r i p k e M o d e l w i t h t he M u l t i -
W o r l d M o d e l 

We now show that a Kripke Model [Landman, 1986] can 
be constructed by using the Multi-World Model. 

2.4.2 I n t e r p r e t a t i o n be tween H e n k i n - E x t e n d e d 
W o r l d s 

2.4.3 Canon ica l S t r u c t u r e 

2.4.4 Possible W o r l d s 

2.4.G Moda l i t i e s in the M u l t i - W o r l d M o d e l 

Modalities in a Kripke Model are defined in the Mult i -
World Model by introducing modal operators to the first-
order language of worlds. 

2.4.5 K r i p k e M o d e l C o n s t r u c t e d b y the M u l t i -
W o r l d M o d e l 



3 Semantic Interpretation 
In general, the system for semantic in terpretat ion of nat­
ural language sentences consists of the fol lowing process: 

1. Translate the input sentence in to the intermediate 
representation. 
The intermediate representation is a well-formed 
construct ion w i t h no ambigui ty (e.g., a first-
order logical formula or a formula of intensional 
logic [Dowty et a/., 198]]) . 

2. Relate the intermediate representation to its deno­
ta t ion , the semantic objects in the world involved in 
the system (e.g., database entries). 

The process mentioned above is i l lustrated in Figure 1. 
However, an in terpretat ion wi l l generally be changed 

according to the context,. When a person tries to in­
terpret a sentence, he constructs semantic objects based 
on background knowledge or knowledge obtained f rom 
preceding sentences. Ru t if he fails to construct them, 
then he makes some assumptions and constructs seman­
tic objects based on these assumptions. When he tries 
to interpret the next sentence and notices that a for­
merly constructed assumption is not. correct, or that, an­
other assumption is better, he replaces the old assump­
t ion w i th a new one. 

Thus, the system for semantic interpretat ion should 
be flexible enough to allow changes of in terpretat ion. 

3 .1 P rocess o f S e m a n t i c I n t e r p r e t a t i o n 

In our method, semantic in terpretat ion is done according 
to the fol lowing process: 

1. The sentence is translated into a logical for­
mula. If it is translated into a higher-order log­
ical formula, then it is reconstructed into first-
order formulae and meta-operators. (E.g., "John 
knows that Mary is young" wi l l be translated as 
KnowjohnYoung(Mary). Here, Knowjohn is a 
meta-operator. The meaning of Krow john is de­
fined in the Mult i -World Model.) 
In this paper, we consider only first-order formulae. 

2. One unambiguous sentence is translated in to one 
logical formula, and is considered as a fact. 

3. If a sentence is ambiguous and can be translated in to 
several logical formulae, then these are considered as 
assumptions. 

4. A fact, is regarded as an ax iom of the confronted 
wor ld , and each assumption is regarded as an axiom 
of the abduct ive world separately. 

5. The confronted world is connected w i th the abduc­
t ive worlds by weak interpretat ions. 

G. An interpretat ion f rom the confronted world to the 
abduct ive world determines the semantic interpre­
tat ion of a sentence. 

7. The abduct ive worlds construct a hierarchy if the 
fol lowing sentences produce other assumptions. The 
abduct ive worlds constructed bv one sentence are on 
the same level in the hierarchy of worlds. 
The hierarchy of worlds for semantic interpretat ion 
is represented in Figure 2. 

A l l arrows in this figure represent, weak interpreta­
t ions. 

8. As new sentences are processed by the system, the 
weakly interpreted axioms may be found to be in­
consistent w i th the axioms of an abduct ive wor ld . 
In such cases, the weak interpretat ion in to this ab­
duct ive world is e l iminated. 

9. When the context is fixed and there exist several 
abduct ive worlds that are consistent w i t h the inter­
preted axioms of the confronted wor ld , then we must 
select, the most, plausible abduct ive wor ld . There is 
a heuristic rule for defining a preference relation be­
tween abduct ive worlds: 
"The abduct ive world w i t h the latest and most in­
format ion is the most preferable." 
The preferabi l i ty of abduct ive worlds depends on 
the amount, of possible-modal axioms in the back­
ground knowledge that, are consistent w i th assump­
tions in these worlds and the recency of facts in 
the confronted wor ld tha t are also consistent w i th 
assumptions.2 

2 This is an intuitive definition of preference. 
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3.2 S e n t e n c e U n d e r s t a n d i n g U s i n g 
A s s u m p t i o n s 

As mentioned before, when people understand a sentence 
( "understanding a sentence" means assigning a proper 
in terpretat ion to tha t sentence), they do so by using their 
background knowledge, and i f their background knowl­
edge is not sufficient for the purpose, then they bui ld 
suitable assumptions in order to complement their un­
derstanding. 

For example, take the ambiguous sentence 
"John jus t saw a man w i t h a telescope." 
There arc two interpretat ions of "w i t h a telescope": 
1. John saw a man by using a telescope. 

This in terpretat ion is based on the assumption that 
"."John" had a telescope and that he used it as an 
inst rument to see "a man. " 

2. John saw a man who had a telescope. 
This in terpretat ion is based on the assumption that 
"a man" had a telescope. 

Suppose tha t the next sentence is: 
".John bought it yesterday." 
In this case, the f irst in terpretat ion seems to be better 

than the second one. 
However, when the th i rd sentence is: 
"Hu t John gave i t to h im this morn ing , " 
the second in terpretat ion seems to be more adequate 

than the f irst. 
In general, we cannot decide the complete interpreta­

t ion of sentences un t i l the whole context is f ixed. 
We now explain the process of mak ing facts and as­

sumptions for in terpret ing each sentence. 
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1 he f irst fo rmula includes the result of inference us­
ing the background knowledge: " i f a person uses 
a telescope to see something, then he/she has the 
telescope." 
The two formulae are inconsistent, because the 
event Have of each formula is derived f rom "w i t h a 
telescope," the event variable e2 of each formula is 
equivalent, and agent is a funct ion. 
Thus, since the two formulae cannot be placed in 
the same wor ld , they are considered as assumptions 
and are placed in separate abduct ive worlds. 
The constant John and the witnessing constants 
cMan(x),cTelescope(y) are placed in the confronted 

We consider the interpretat ion of an ambiguous sen­
tence as a problem of making assumptions to comple­
ment part ia l informat ion and of determining which as­
sumpt ion is supported at the moment, when the context 
seems to be fixed. Dynamic interpretat ion involves the 
problem that a supported assumption wi l l change ac­
cording to the change in the context. 

The M ulti-World Model is intended to provide a rep­
resentational basis for these problems. Bu t a more com­
plicated problem to formalize the preference relation of 



worlds should be contemplated in order to sophisticate 
the model. 

3.3 A n a p h o r a R e s o l u t i o n U s i n g t h e M u l t i -
W o r l d M o d e l 

There are many discourse-oriented phenomena in natura l 
language understanding, such as focus, topic, coherence, 
cohesion and so on. 

One fundamental phenomenon that can be observed 
in many natura l languages is called anaphoric reference 
or s imply anaphora. 

Pronouns are the typ ica l , but not the only, markers 
for anaphoric reference. Once a te rm is int roduced, it 
can be referred to in various ways, for example, by s imi­
lar i ty (i.e., using the same word, a synonym, or a closely 
related word) , by a definite noun phrase or paraphrase 
reference, and by zero anaphora (i.e., ellipsis). 

According to the t rad i t iona l approach, the anaphora 
resolution a lgor i thm consists of the fol lowing 
steps: [Maruyama, to appear] 

1. Select a definite expression f rom the current sen­
tence. If all the definite expressions have been re­
solved, then terminate. 

2. From the discourse st ructure, f ind the referent that 
satisfies certain syntactic and semantic constraints. 

We assume that the semantic constraints are included 
in the background knowledge. 

Here is an example of resolution of the pronoun " i t . " 
Th is example is a modif ied version of that in a for thcom­
ing paper [Zadrozny and Jensen, to appear]. 

We assume that the semantic in terpretat ion needs 
background knowledge and tha t the assumptions are 
made in the process of reading the sentences. 

The example of anaphora (pronoun) resolution men­
tioned above is evidence tha t the Mul t i -Wor ld Model is 
capable of handl ing discourse-oriented problems. 
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4 Re la t i on to O t h e r W o r k 
Our approach is closely related to those that consider 
in terpretat ion of a sentence as a problem of abduc­
t ion [ I lobbs ei al, 1988] and decide the reference of 
anaphoric expressions by using assumptions tha t are 
consistent w i t h the context [Charniak, 1988]. 

We intend to int roduce a logical f ramework for inter­
pretat ion of sentences, but we have not yet discussed the 
inference mechanism precisely, as the above works do. 

Thei r ideas wi l l be useful in enabl ing us to introduce 
a more formalized concept of preferential relationships 
between assumptions in to our model . We wi l l also study 
an efficient a lgor i thm for abduct ive inference in order to 
implement our model. 

Another logical f ramework for natura l language under­
standing is proposed in a for thcoming paper [Zadrozny 
and Jensen, to appear]. Th is is aimed at bui ld ing a 
computa t iona l model of a paragraph that represents in­
teract ion between sentences, the background knowledge 
to which these sentences refer, and metatheoret ical op­
erators tha t indicate the types of models permi t ted . 
The model is based on -partial models of logical fo rmu­
lae [Zadrozny, 1987]. 

The special emphasis of our model is its capabi l i ty of 
dealing w i t h dynamic in terpreta t ion, while Zadrozny's 
model is main ly concerned w i th topic and coherence of 
context. 

5 Conc lud ing Remarks 
Logic plays an impor tan t role in construct ing a theoreti­
cal basis for the semantics of natura l language. However, 
we should not use higher-order logic, since no theorem 
provers of higher-order logic work efficiently. On the 
other hand, f i rst-order logic is not sufficient for seman­
tic in terpretat ion of natura l language sentences, since 
ambiguous sentences have several interpretat ions that 
may contradic t each other, and contradict ions cannot 
be handled proper ly in f irst-order logic. We assumed 
tha t a semantic in terpretat ion is constructed by bui ld­
ing assumptions and selecting the most l ikely assump­
t ion. When people interpret ambiguous sentences, they 
make several possible interpretat ions, but cannot always 
choose the correct one because their background knowl­
edge is l im i ted . In add i t ion , we must take account of the 
fact t ha t an in terpreta t ion changes because of incoming 
data. The Mul t i -Wor ld Mode l has the functions of a log­
ical system for a formal t reatment of natura l language, 
and a flexible mechanism for dynamic in terpretat ion. 

We are p lanning to extend the model to describe pref­
erential relat ionships between worlds more formally. We 
wi l l also be invest igat ing an efficient inference a lgor i thm 
in order to implement a system based on our formaliza­
t ion. 
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