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A b s t r a c t 

A modest exception a l lowing inheri tance rea­
soner is presented. The reasoner allows re­
str ic ted, bu t semantical ly wel l founded, defeasi­
ble proper ty inher i tance. Fur thermore, i t gives 
a well defined and easily understood semantic 
in terpre ta t ion to a l l of the assertions encoded 
in i t . 
The semantics allows a knowledge engineer to 
decide what knowledge can be encoded in the 
system, and gives h i m understandable fo rma l 
guarantees about the qua l i ty of the conclu­
sions tha t w i l l be generated. For th is reason 
the system is a more pract ica l , usable inher i ­
tance reasoner than others tha t have appeared 
in the l i te ra ture. The system has been fu l l y 
implemented in a short (< 75 lines) Prolog 
program which executes a l l the examples pre­
sented, among others. 

Furthermore, a l though the system performs a 
restricted f o rm of inheri tance reasoning i t can 
s t i l l represent and solve most of the inheri tance 
"puzzles" tha t have appeared in the l i te ra ture , 
inc lud ing the recent heterogeneous inheri tance 
problems. 

1 I n t r o d u c t i o n 

This paper presents an exception a l lowing inheri tance 
reasoner which uses a semantical ly wel l defined not ion of 
defeasible typ ica l i ty . The system is heterogeneous, i.e., 
i t allows bo th str ic t and defeasible assertions and has 
a inference engine which takes i n to account the di f fer ing 
semantic propert ies of these two types of assertions. The 
inferences tha t i t can generate are careful ly d iv ided onto 
deductive and induct ive inferences. I t is shown tha t the 
deductive inferences are sound w i t h respect to the given 
semantics. The induct ive inferences cannot, of course, 
be shown to be sound (else they wou ld be deduct ive!) ; 
however, a reasonable and in tu i t i ve semantic just i f ica­
t ion can be given for these inferences. Hence, there is 
some global guarantee impar ted to a l l conclusions gen­
erated by the system. 
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The system gives defeasible typ ica l i t y assertions a par­
t icu lar semantic in terpre ta t ion . In order to jus t i f y this 
in terpre ta t ion we start w i t h a br ief discussion of the na­
ture of typ ica l i t y assertions. Then we describe the sys­
tem itself, g iv ing the syntax of the expressions tha t we 
can encode in the system and their fo rma l semantic i n ­
terpre ta t ion. Af ter th is the inference procedure is pre­
sented. Th is procedure is broken in to two parts, a de­
duct ive component, which we show to be sound, and an 
induct ive component for which we give a semantic jus­
t i f i ca t ion . We end the descript ion of the system w i th 
some examples of i ts operat ion. We make reference to, 
and draw comparisons w i t h , other inheri tance reasoners 
in various places. 

2 T y p e s o f T y p i c a l i t y 

Many different inheri tance reasoners have appeared in 
the l i te ra ture , e.g., [ 1 , 2, 3, 4, 5, 6, 7, 8]. Th is work has 
addressed the issue of exception a l lowing inheri tance rea­
soning. For example, the defeasible inference tha t Clyde 
is gray since he is an elephant and elephants are typical ly 
gray. As has been discussed in the l i terature, such t yp i ­
cal i ty assertions cannot be modeled as universal ly quan­
t i f ied assertions. There may be par t icu lar elephants, or 
even entire subclasses of elephants, tha t are not gray. 
These exceptional cases would falsify a universal but do 
not inval idate the typ ica l i t y assertions. 

Clear ly then, t yp ica l i t y assertions do not have the 
same semantics as universal ly quant i f ied assertions. A 
na tu ra l question is then: what is the semantics of these 
typ ica l i t y assertions? For example, what does the as­
sertion "elephants are typ ica l ly gray" mean about the 
re lat ion between the set of elephants and the set of gray 
objects? 

Such defeasible typ ica l i t y assertions are a subclass of 
a wider class of assertions known as generics. Specifying 
the exact meaning of generics is a complex problem and 
work on this problem has appeared (e.g., Schubert and 
Pelletier [9, 10], Carlson [11]). Th is work has revealed 
tha t such statements can possess rather complex inten-
sional as well as extensional meaning. T h a t is, the mean­
ing of such statements cannot be fully captured s imply 
by a relat ionship between the sets of objects tha t are the 
extensions of the predicates. 

Th is poses a d i f f icu l ty for designers of defeasible i n ­
heritance systems. W i t h o u t a wel l defined semantics for 
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the t y p i c a l i t y assert ions i t is very d i f f i cu l t , maybe even 
imposs ib le , to design an inher i tance reasoner wh ich w i l l 
give justifiable inferences in a l l cases. Note , we do not 
mean t h a t the system shou ld give correct or sound i n ­
ferences in a l l cases. T h i s is c lear ly imposs ib le—we are 
dea l ing w i t h defeasible inference. In some cases these 
inferences w i l l be w r o n g . However, even i f we may oc­
casional ly be w r o n g we wou ld s t i l l l i ke to have some 
g loba l j u s t i f i c a t i o n for a l l o f the inferences t ha t the sys­
t e m makes. T h a t is, we wan t some reason to believe 
t h a t the inferences made are reasonable, or ra t i ona l . I t 
is very d i f f i cu l t to see how we can give any g lobal j u s t i ­
f i ca t ion to our inferences w i t h o u t know ing exact ly wha t 
our knowledge means. 

A s y m p t o m of th is p rob lem has a l ready been noted by 
Tou re t zky e t a l . [12]. T h e y no ted t h a t in many inher i ­
tance systems seemingly reasonable inference procedures 
produced quest ionable conclusions in cer ta in cases. I t 
can be argued t h a t these anomal ies are a result of using 
the same inference procedure on assertions wh ich have 
di f ferent meanings. T h a t is , i t w o u l d seem t h a t these 
systems can deal w i t h cer ta in types of t yp i ca l i t y asser­
t ions b u t no t w i t h o ther types. 

For example , B r a c h m a n [13] has po in ted ou t t ha t there 
is a difference between p ro to t yp i ca l proper t ies, wh ich are 
character is t ic o f a k i n d , and propert ies wh ich typ ica l l y 
app l y to instances of a k i n d . For example, "b i rds lay 
eggs" is a p r o t o t y p i c a l p rope r t y of b i rds , bu t we wou ld 
no t wan t to assume by defau l t t h a t a given b i r d was an 
egg-layer. T h e p rope r t y "b i rds f l y , " on the other hand , 
is one t h a t we can reasonably assume is possessed by a 
g iven b i r d . 

M o s t wo rk in inher i tance systems has ignored th is is­
sue. Ins tead i t has been assumed t h a t the t yp i ca l i t y as­
sert ions represented in t h e m w i l l be o f the " r i g h t " type. 
T h a t is, i t is assumed t h a t no one w i l l encode asser­
t ions l i ke "b i r ds lay eggs" in the inher i tance net . I f they 
d i d they w o u l d end up w i t h the conclusion t ha t Tweety 
lays eggs once i t is asserted t h a t Twee ty is a b i r d . Th is 
conclus ion is c lear ly no t reasonable unless we have some 
other i n f o r m a t i o n t h a t makes i t reasonable to assume 
t h a t Twee ty is a female b i r d . 

B u t how is a user of these systems to know i f the 
t y p i c a l i t y assert ions he wishes to encode in the system 
are of the " r i g h t " t ype? Un fo r t una te l y , th is is not so easy 
since these systems do no t give any precise def in i t ion of 
w h a t is the " r i g h t " t ype . T h a t is, these systems do not 
give any unders tandab le semant ic i n te rp re ta t i on to the 
t y p i c a l i t y assert ions.1 Hence, the user has to be content 
w i t h possible "clashes o f i n t u i t i o n . " 

T h e system proposed in th is paper takes a conservative 
approach . G i v e n t h a t the f u l l semantics o f t yp i ca l i t y as­
sert ions is very comp lex and as yet no t f u l l y unders tood, 
we choose to cap tu re on l y a pa r t i cu la r t ype of t yp i ca l i t y 
assert ion, a t ype w h i c h can be g iven a clear semantics. 

1Some systems possess no semantics at a l l , while others 
give purely formal semantics, e.g., latt ice based semantics 
[2]. The problem w i t h such purely formal semantics is that i t 
gives no guidance for deciding if our intui t ive understanding 
of a part icular typical i ty assertion matches its formal seman­
tic interpretat ion. 

A n d we w i l l examine w h a t k inds of inferences can be 
jus t i f ied f r o m th is semantics. 

As a result there w i l l be t yp i ca l i t y assertions t ha t can­
not be deal t w i t h by the proposed system; we are w i l l i ng 
to be less general in order t h a t we can be more confident 
in our conclusions. However, i t tu rns ou t t ha t the system 
is s t i l l able to per fo rm most of the inher i tance reasoning 
tha t has been pu t fo rward as reasonable for an excep­
t ion a l low ing inher i tance system. T h i s is perhaps not 
too surpr is ing since, as noted above w i t h the "b i rds lay 
eggs" example, inher i tance reasoning seem on ly to app ly 
to a l i m i t e d subset of t yp i ca l i t y assertions anyway. 

The system gives a very precise and understandable 
in te rp re ta t ion to a l l o f the knowledge encoded in i t . Us­
ing th is fo rma l i n te rp re ta t ion (semantics) we can give 
clear cut jus t i f i ca t ions to the conclusions generated by 
the system. Hence, a user can decide whether or not the 
knowledge for his app l i ca t ion f i ts the par t i cu la r in terpre­
ta t i on given by the system, and i f i t does he w i l l be able 
to use the system and w i l l have cer ta in guarantees on 
the reasonableness of the conclusions generated by the 
system. 

The system interprets the defeasible t yp i ca l i t y asser­
t ions as being s ta t is t ica l assertions. For example, i t i n ­
terprets the assertion "b i rds f l y " as mean ing t ha t most 
birds f ly.2 I t w i l l be shown how such a s ta t is t ica l fact 
can be used to j us t i f y the inference t h a t a given b i r d can 
f ly i f we do not have any knowledge abou t wha t type of 
b i r d i t is. Clear ly many t yp i ca l i t y assertions do have a 
stat is t ica l i n te rp re ta t i on . T h i s was noted in ear ly work 
by Rieter and Cr iscuolo [6], and also in work on generics 
which indicates tha t a s ta t is t ica l i n te rp re ta t i on is par t of 
the meaning of such assertions [9]. A l t h o u g h the s ta t is t i ­
cal i n te rp re ta t ion was considered and rejected by Rieter 
and Criscuolo, and also la ter by Sandewal l [4], i t wou ld 
seem tha t th is re ject ion was p remature , since th is system 
can per fo rm a wide range of inher i tance reasoning. 

Geffner and Pearl [1] as wel l as Neufeld and Poole 
[8] have bo th considered probab i l i s t i c versions of inher i ­
tance. However, nei ther has used the s ta t is t ica l m a j o r i t y 
in te rpre ta t ion used here. Geffner and Pearl use proba­
bi l i t ies in f in i tes ima l ly close to 1 and 0. T h i s means tha t 
their semantics provides no guidance to a user in de­
c id ing i f his knowledge f i ts the i n te rp re ta t i on used by 
their system. Clear ly in the real wo r l d no propert ies are 
actua l ly related v ia in f in i tes ima l p robab i l i t ies . Neufeld 
and Poole in terpret t yp i ca l i t y assertions as meaning tha t 
the uncond i t iona l p robab i l i t y is less t h a n the cond i t iona l 
p robab i l i t y . These semantics are can be understood in 
terms of wha t i t asserts abou t the w o r l d , bu t i t seems 
to be more related to p ro to typ i ca l assertions, e.g., their 

2 Here, I take this to be a simple statistical fact about 
birds. Nutter [14] gives an unconvincing argument that dur­
ing nesting season there are more non-flying birds than fly­
ing birds. Clearly, not every species of b i rd nests at the same 
t ime; so I rather doubt that there is any t ime of the year when 
there are more non-flying birds than flying birds. However, 
her argument does point out that there are various temporal 
dependencies which can play a role. We do not deal w i th 
temporal considerations here, but we can recognize that this 
is an important direction for future research. 
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system w i l l sanct ion the inference "Twee ty lays eggs." 
Now we present the deta i ls of the system. 

3 Syn tax and Semant ics of t he Encoded 
Know ledge 

3 .1 S y n t a x 

We a l low two types of user def inable symbols , constant 
symbols (a , 6 , Tweety, . . . ) and predicate symbols ( P , 
R, elephant, ...). A l o n g w i t h these are the f o l l ow ing 
log ica l symbols , ' => ' (a l l are) , —► ' (most are) , and ' -» ' 
(negat ion) . F r o m these symbols we can generate f o r m u ­
las in the f o l l ow ing manner : 

1. I f ' c ' is a constant symbo l and ' P ' is a predicate 
symbo l , then 'c => P ' and 'c => - P ' are b o t h 
va l i d f o rmu las . 3 T h e f i rs t f o r m u l a corresponds to 
the a tom ic assert ion t h a t ' c ' has p rope r t y ' P ' , e.g., 
clyde => elephant wh i le the second corresponds to 
i ts nega t ion . 

2 . I f ' P 1 ' and ' P 2 ' are predicate symbols , then 'L1 => 
Li', and iL\ —► L2', are va l i d fo rmu las , where Li is 
e i ther P i or - P i . 

3.2 S e m a n t i c s 

A mode l , . M , o f the inher i tance knowledge consists o f 
the f o l l ow ing t r i p l e : 

where D is a set of i nd i v i dua l s , and R is a co l lec t ion 
of sets of i nd i v i dua l s . Each set in R represents a set of 
i nd i v idua ls w h i c h share a cer ta in p roper ty , e.g., the set 
of b i rds , or the set of f l y i ng objects. F ina l l y , u repre­
sents a p r o b a b i l i t y d i s t r i b u t i o n over the f ie ld of subsets 
generated f r o m the co l lec t ion of sets in R .4 

3.3 S e m a n t i c s o f F o r m u l a s 

G iven some mode l , M., and some set of user def ined sym­
bols we define an i n t e rp re ta t i on f u n c t i o n , a , t h a t maps 
the symbols on to semant ic ent i t ies and assigns t r u t h va l ­
ues to the fo rmu las . In pa r t i cu la r , a maps every constant 
symbo l 'c ' to an element in D, ca, every predicate sym­
bo l ' P ' to an element in P , P a , i.e., a set o f i nd i v i dua l s , 
and every negated predicate symbo l ' ( - . P ) ' to the com­
plement of 'Pa ' , i .e. , V - Pa. 

We use the n o t a t i o n L i to denote any predicate symbo l 
Pi o r i ts negat ion - P i . W i t h a def ined on the symbols 
we can assign t r u t h to the fo rmu las as fo l lows: 
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T h e system's behavior does not depend on the actua l 
value of c, as long as i t is greater s t r i c t l y t h a n 0.5. 

4 In ference 
D e d u c t i o n 

T h e inference per fo rmed by the system fal ls i n to two 
par ts , deduct ive and i nduc t i ve . G iven the semantics o f 
the fo rmu las there is a large amoun t of mono ton ic de­
duc t i ve inference t h a t can be per fo rmed. T h e conclu­
sions generated by deduct ive inference have the advan­
tage t h a t they are guaranteed to be t rue i f the or ig ina l 
knowledge encoded in the system is t rue . T h a t is, the 
deduct ive inferences are sound. T h e fo l l ow ing rules spec­
i f y the deduct ive component , where c is any constant 
s ymbo l and the Li 's are any predicate symbols or their 
negat ions: 

3Note, 'c —► P' and 'c —► - P ' are not valid formulas. That 
is, the base set of properties that c possesses are assumed to 
be known w i th certainty. 

4 This field of subsets is the smallest collection of sets 
which contains 72., is closed under intersection, union, and 
complementation w i th respect to D, and contains V. Such 
a field is the min imum structure over which a probabi l i ty 
distr ibut ion can be denned. 

As an example of the inferences tha t can be performed 
by these rules suppose we have "royal..elephant => 
elephant" as par t of our knowledge base. By rule 
1 and rule 2 we can deduce royal.elephant => 
¬¬elephant , then by rule 3 we can deduce ¬elephant => 
¬rot/a/_elephant. T h a t is, the rules include the rule of 
contraposi t ion. 

T h e o r e m 4 . 1 These are sound rules of inference. That 
is, under any interpretation if the premises are true so 
must be the conclusions. 

P r o o f 1 . Obvious. 
2. A member of a subset is a member of the superset. 

The re lat ion is t rans i t ive. 

3. The complement of a subset must include every­
th ing outside of of the superset. T h a t is, the com­
plement of the superset is a subset of the comple­
ment of the subset. 

4. is a subset of . Hence, any member of that 
is in must also be in The relat ive measure 
of these elements of is at least c. Therefore the 
relat ive measure of the elements of tha t are in 
must also be at least c. By the semantic def in i t ion 
we have tha t L1 → L3 must be t rue under 

I n d u c t i o n 

Deduct ive, monotonic, inference is not enough to gen­
erate conclusions l ike "C lyde is gray" f rom in fo rmat ion 
l ike "Clyde is an elephant" and "most elephants are 
gray." Here we are concluding tha t an i nd i v idua l , Clyde, 



is a member of a set, gray, based on i n f o r m a t i o n t ha t 
C lyde is a member of another set, e lephant. I f we knew 
t h a t a l l e lephant were gray th is conclusion wou ld be de­
duc t i ve ly sound. However, since there are some non-
gray elephants i t is qu i te possible t h a t C lyde is no t gray. 
Hence, th is inference is no t sound, i.e., i t does not guar­
antee preservat ion o f t r u t h . 

There is however a reasonable j us t i f i ca t i on tha t can be 
given to th is inference i f we know t h a t most elephants 
are gray. I f a l l t h a t we know is t h a t C lyde is an elephant 
then we can reasonably assume t h a t to the best of our 
knowledge C lyde was selected at r a n d o m . T h a t is, we 
have no reason to believe t h a t C lyde is anyway special, 
he cou ld be any elephant f r o m the set of elephants. I f 
C lyde was selected a t r a n d o m i t is more l ike ly t han no t 
t h a t he w o u l d be gray, since most elephants are gray. 
T h i s is the basis for the f i rs t i nduc t i ve ru le . 

R a n d o m i z a t i o n F r o m {c => L1, L1 → L2) infer c —>L1 

L2, wh i ch we read as "c is defeasibly an L2 based 
on c be ing a r a n d o m L 1 . " 5 

There are m a n y s i tua t ions , however, when we know 
more abou t the i n d i v i d u a l . We may know tha t C lyde i s 
an A f r i c a n e lephant . I f we do no t know any th i ng about 
the p r o p o r t i o n of A f r i c a n elephants t h a t are gray we can 
i nhe r i t the s ta t i s t i ca l i n f o r m a t i o n f r o m the superset, a l l 
e lephants. T h i s corresponds to assuming t h a t the prop­
er ty " A f r i c a n " gives no fu r the r i n f o r m a t i o n about gray 
once we know "e lephant . " T h i s is a reasonable assump­
t i o n to make in the face o f no fu r the r i n f o r m a t i o n since 
most proper t ies in the w o r l d are no t corre lated, and 
i t is the s ta t i s t i ca l ana log of p roper ty inher i tance as­
sumpt ions made in more t r a d i t i o n a l non-monoton ic ap­
proaches. On the other hand we may know t h a t C lyde is 
a roya l e lephant , and we may have i n f o r m a t i o n tha t the 
p r o p o r t i o n of roya l elephants t h a t are gray is very dif­
ferent f r o m the p r o p o r t i o n o f a l l elephants t h a t are gray. 
In th is case we have a preference for the more specific 
i n f o r m a t i o n . 

Of course, th is specif ic i ty, or subset, preference ap­
pears in a lmost every inher i tance system. I t is interest­
i n g , however, to examine th is preference in terms of the 
s ta t i s t i ca l semant ics. T h e defeasible conclusion is gener­
ated by assuming t h a t the i n d i v i d u a l is, to the best o f our 
knowledge, ind is t ingu ishab le f r o m any other member o f 
a base set. Say we have Twee ty the b i r d , i f we consider 
h i m to be ind is t ingu ishab le f r o m any other b i r d we have 
lost some i n f o r m a t i o n abou t h i m as a par t i cu la r instance. 
If however we know t h a t he is a pengu in then he is not an 
a r b i t r a r y b i r d . Instead we know t h a t he is a special k i nd 
of a b i r d , a pengu in . So, i f we were to consider h i m to be 
an a r b i t r a r y b i r d we w o u l d lose the i n f o r m a t i o n tha t he 
is a pengu in . I f ins tead we consider h i m to be an a rb i ­
t r a r y pengu in we s t i l l lose some i n f o r m a t i o n about h i m , 
b u t no t as m u c h : we s t i l l r e ta in the knowledge tha t he is 
a pengu in . Chos ing the base class ( the reference class) 
corresponds in a close way to dec id ing wha t knowledge 
is relevant to the defeasible conclus ion. These not ions 
are examined in more de ta i l in [16]. 

5The set L has also been called a reference class (Kyburg 
[15]). 

S u b s e t P r e f e r e n c e T h e defeasible inference ' c — L X 1 L ' 
supersedes the inferences 

F ina l ly , i t may be the case t h a t we can deduct ive ly 
show tha t an i n d i v i d u a l has a proper ty . In th is case we 
have the guarantee of soundness. Hence, we need not 
consider any defeasible inferences. 

C e r t a i n t y P r e f e r e n c e The deduct ive inference 
V supersedes the inferences P' and 
¬P' for any L\, where L is ei ther P or - i P . 

The inferences made about re lat ionships between 
propert ies are s t r i c t l y deduct ive. There is no amb igu ­
i ty . Let Pi and P2 be the two propert ies. We can either 
deduce or no 
re la t ion. 

The inferences about the re la t ion between an i n d i v i d ­
ua l c and a given proper ty P are more complex. The 
combina t ion of deduct ive and induc t i ve inferences can 
leave us in four dif ferent s i tuat ions. Let L be P or - i P . 

1. c => L. 

2. We may be left w i t h a set of agreeing defeasible 
inferences none of wh ich is superseded. T h a t is, a 
set of inferences c —+Li L w i t h di f ferent L{ bu t w i t h 
L f ixed. In th is case we conclude t ha t the knowledge 
supports the defeasible inference c is an L. 

3. We may have a set of disagreeing defeasible infer­
ences none of wh ich is superseded. T h a t is, a set of 
inferences wh ich includes c —►Li P and c —►£,, -»P 
for some L\, Li- In th is case we conclude t ha t our 
knowledge is ambiguous about c's re la t ion to P. 

4. We may be unable to derive any re la t ion between 
c and P. In th is case we conclude t ha t we have no 
knowledge about the re la t ion between c and P. 

One f ina l po in t about the system is t h a t i t does not 
sanct ion inher i tance down more than one u—►" l i nk . An 
examina t ion of the semantics shows t ha t such mu l t i p l e 
defeasible inher i tance can never be jus t i f ied under th is 
semantic i n te rp re ta t ion . For example, we may have 99% 
of a l l P0 's being P i ' s and 99% of a l l P^s being P2 's and 
s t i l l have no Po's being P2's. However, as the examples 
w i l l show th is l i m i t a t i o n does no t stop the system f rom 
per fo rming a large amount of useful inher i tance reason­
ing . 

5 Examp les 
E x a m p l e 5 .1 It is ambiguous whether or not Nixon is 
a hawk or a dove, but he is probably politically motivated. 
(Ginsberg * 

F rom the knowledge {Nixon => republican, Nixon => 
quaker, republican —► hawk, quaker —♦ dove, 
hawk => ->dove, hawk => politically .motivated, dove => 
politically-motivated}, the system can produce the fo l ­
low ing conclusions, among others. 

1. republican —► ->dove, (Ru le 4) . dove => -^hawk, 
(Ru le 3). -^politically-motivated => -*hawk, (Rule 
1, 2, and 3) F rom -ihawk no th i ng can be inferred 
about dove or -^dove. 
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2. Nixon —'republican hawk and Nixon →quaker 
¬hawk are the only unsuperseded inferences about 
Nixon and hawk. T h a t is, based on N ixon being 
a republ ican we can defeasibly conclude tha t he is 
a hawk, whi le based on h i m being a quaker we can 
conclude tha t he is not a hawk. Neither inference is 
superseded by the other. Hence, our knowledge is 
ambiguous about whether or not N ixon is a hawk. 
S imi la r ly for N i xon being a dove. 

3. Nixon —republican politically.motivated and 
Nixon —>quaker politically .motivated are the 
only unsuperseded inferences about Nixon and 
politically-motivated. Since a l l of the infer­
ences agree we conclude tha t our knowledge 
supports the defeasible inference tha t Nixon is 
politically-motivated. 

E x a m p l e 5.2 Hermann the Pennsylvania Dutch 
speaker. (Horty and Thomas on [7]). 

From the knowledge 

which says tha t Hermann is a Pennsylvania Dutch 
speaker, Pennsylvania Du tch speakers are German 
speakers (since Pennsylvania Du tch is a dialect of Ger­
man) , most Pennsylvania Du tch speakers are born in 
Pennsylvania, every one born in Pennsylvania is born in 
the U.S.A., and most German speakers are not born in 
U.S.A., the system can generate the fo l lowing conclu­
sions. 

1. ¬usaJborn =>¬ Pennsylvania-born, i.e., no one 
who is not bo rn in the U.S.A. can be born in Penn­
sylvania. 

2. Hermann —+German speaker ¬usaJ>orn and 
Hermann →dutch speaker usaJborn are the infer­
ences tha t relate Hermann to usaJborn. However, 
we also have pdutch speaker => German speaker] 
hence by the subset preference, we are only left w i t h 
Hermann —>pdutch-»pcaker usaJborn. Therefore we 
conclude tha t our knowledge supports the defeasible 
inference tha t Hermann is usaJborn. 

Hor ty and Thomason's system [7] also generates this last 
conclusion (a l though not the f i rs t ) . However, they give 
no semantic reason why their system sanctions th is infer­
ence, rather i t comes about f rom the way they designed 
their inferent ia l calculus. The essential d i f f icu l ty is tha t 
defeasible l inks are not given any semantic in terpre ta t ion 
in their system. Th is system, on the other hand, gives 
an easy jus t i f i ca t ion for th is conclusion. If Hermann 
was considered to be an a rb i t ra ry Germanspeaker he 
would l ikely be -^usaJborn. However, we know more 
about Hermann, namely tha t he is a speaker of a special 
dialect of German, pdutch] so it is not reasonable to con­
sider h i m to be an a rb i t ra ry Germanspeaker. We know 
noth ing more about Hermann beyond the fact tha t he 
is a pdutch speaker] so in the face of a lack of any other 
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knowledge i t is reasonable to consider h i m to be an ar­
b i t ra ry pdutchspeaker, in which case it is l ike ly tha t he 
is usaJborn. 

E x a m p l e 5.3 Most birds are not penguins. 

Prom the knowledge {bird —♦ flier, penguin => bird, 
penguin => -• flier}, the system can conclude bird —♦ 
-^penguin. Th is is another example of the surprising 
power of this simple reasoner. 

6 Conc lus ions 

We have presented a very simple inheri tance reasoner 
tha t has a number of impo r tan t features. Foremost 
among these features is a clear semantic commi tment to 
a par t icu lar in terpre ta t ion of defeasible typ ica l i ty . On 
the surface it would appear tha t such a commi tment re­
str icts the generali ty of the system. However, i t turns 
out tha t because this par t icu lar in terpre ta t ion can be 
treated so completely the resul t ing system is in some 
ways more general tha t other inheri tance reasoners. 

The only reason tha t we can give such a complete 
t reatment of the reasoning possible under our part icular 
in terpre ta t ion is tha t clear fo rmal semantics have been 
prov ided. These semantics have been used to guide the 
creat ion of a inferent ial calculus, rather than the much 
more di f f icul t opposite approach of invent ing a calculus 
and then searching for meaning. The success of the sys­
tem raises questions about exact ly what kinds of infer­
ences other more complex inheri tance reasoners are t ry ­
ing to capture. A n d indicates tha t these systems might 
benefit f r om being more expl ic i t about the meaning of 
the knowledge represented in them. 
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